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Introduction 

This volume contains the Proceedings of the third International Semiconductor Device Research 
Symposium (ISDRS-95, Charlottesville.Virginia, December 5-8, 1995). 

The goal of this international meeting is to provide a congenial forum for the exchange of infor- 
mation and new ideas for researchers from university, industry and government laboratories in the field 
of semiconductor devices and device physics. Our other goal is to make this conference truly internation- 
al. To achieve this, the symposium has sub-committees in Asia, Europe, Japan and the former Soviet 
Union. This conference is organized in cooperation with the IEEE MTT Society, the European Physical 
Society, the United States National Committee of URSI and the Russian Physical Society. 

The program committee received submissions from 22 countries, representing three (3) conti- 
nents. Of the submitted papers, 150 have been selected for oral presentations and about 75 for poster 
presentations. These papers cover a broad range of topics, including novel and ultra-small devices, pho- 
tonics and optoelectronics, heterostructure and cryogenic devices, wide band gap semiconductors, thin 
film transistors, MEMs, MOSFET technology and devices, carrier transport phenomena, materials and 
device characterization, simulation and modeling. It is hoped that such a broad range of topics will foster 
a cross-fertilization of the different fields related to semiconductor materials and devices. 

Three special symposia are also included this year: Mid-to-Far Infrared Semiconductor Lasers, 
Laser Modeling, and MEMs. 

The first ISDRS symposium in 1991 was dedicated to the memory of Professor Aldert van der 
Ziel who made seminal contribution to the theory of semiconductor devices, especially to the theory of 
noise, and who educated literally hundreds of graduate students. At the second symposium in 1993, 
ISDRS established a van der Ziel Award sponsored by the Westinghouse Electric Corporation. We are 
pleased to announce that the 1995 award goes to Lester F. Eastman, Professor of Electrical 
Engineering, Cornell University. 

Every year a Best Student Paper Award is chosen by the Organizing Committee at the close of 
the symposium from evaluations received from the participants. Two papers won the 1993 Best Student 
Paper Award. Recipients were Edgar Martinez, Solid State Electronics Directorate, Wright Laboratory, 
Wright-Patterson Air Force Base, Factors Determining the Gate Leakage Current in Different 
Heterostructure Field Effect Transistor Technologies, and Kaushik Bhaumik, Cornell University, 23 GHzfT 
Room Temperature SiGe Quantum Well p-MOSFETs. 

ISDRS-95 was made possible by the generous support of the Office of Naval Research and 
Army Research Office. 

We hope that you find the symposium fruitful and that you will look forward to ISDRS-97. 

Elias Towe, ISDRS-95 Symposium Co-Chair 

•&J&4^r-—- 
Federico Capasso, ISDRS-95 Symposium Co-Chair 

Stephen Jones/SDRS-95 Program Committee Chair 
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MEMS Infrastructure: 
The Multi-User MEMS Processes (MUMPs) 

K. W. Markus, D. A Koester, A. Cowen, R. Mahadevan, V. R. Dhuler, 
D. Roberson, L. Smith 

Over the last decade silicon process technology, synonymous with integrated circuit 
processing, has been increasingly applied to the field of micromechanics, leading to the 
emerging field of MEMS (microelectromechanical systems). MEMS is an enabling 
technology, which partially accounts for the projections of 10 - 20% annual growth and 
the potential of a greater than $8 billion market by the year 2000 [1]. Current market 
estimates of approximately $800 million (1992/3) are possibly low since MEMS are 
already being incorporated into much more complex systems. Due to the enabling nature 
of MEMS and because of the significant impact they can play on both the commercial 
and defense markets, the federal government has taken special interest in nurturing 
growth in this field. One of the many ways this is being accomplished is through the 
MCNC MEMS Infrastructure program, supported by the Advanced Research Projects 
Agency (ARPA). 

The MEMS Infrastructure program was established in 1993 to provide low-cost, easy 
access to advanced MEMS technologies. By lowering the barriers to accessing the 
technology, it is hoped that the cost (both time and dollars) of developing and 
incorporating MEMS into new applications will be significantly reduced. There are three 
key components to the Infrastructure program; the Multi-User MEMS processes 
(MUMPs), a publicly-accessible standard element MEMS library and the generation of 
Smart MEMS through the use of flip chip technology. These activities are described 
below. More information on this program can be found at the following URL: 
http://www.mcnc.org/HTML/ETD/MEMS/memshome.html 

MULTI-USER MEMS PROCESSES (MUMPS) 

While the cost of MEMS devices benefits from the leveraging of batch fabrication, the 
cost of micron-scale silicon processing is prohibitive. Building, maintaining and 
operating a cleanroom with knowledgeable workers can out price most universities and 
even small and medium-sized companies with interest in developing and/or 
commercializing MEMS technology. As is often the case, MEMS fabrication is too costly 
for individuals interested in experimenting with this technology. The result-broad 
dissemination of MEMS is inhibited, limiting the pool of creativity contributing to new 
and potentially lucrative products. MUMPs was established to mitigate the effects of 
these barriers by providing cost effective proof-of-concept fabrication. MUMPs also 
serves as an excellent, low-cost, educational tool. Many universities around the country 
are developing programs in MEMS. MUMPs allows the university to offer a course in 

This work is supported by the Advanced Research Projects Agency (ARPA) under 
contract DABT63-93-C-0051. 

All authors are with the MCNC MEMS Technology Applications Center, Research 
Triangle Park, NC 27709-2889. 
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MEMS without the financial burden of running a cleanroom facility. Small companies 
and government agencies benefit in this manner as well. 

The MUMPs program currently offers access to two distinct MEMS technologies in a 
multi-user environment: polysilicon surface micromachining and LIGA (hereafter 
referred to as LIGAMUMPs), which is provided in conjunction with the University of 
Wisconsin. 

MUMPs Description 

Polysilicon surface micromachining encompasses many of the same fabrication 
techniques as traditional silicon IC fabrication-layers of CVD films are deposited and 
subsequently patterned using photolithography and plasma etch techniques. Alternating 
layers of silicon dioxide and polysilicon are deposited so when all the layers have been 
patterned, the silicon dioxide can be etched away with hydrofluoric acid leaving only the 
polysilicon structures behind. The chief benefit to this process is the ability to fabricate 
moving parts on a silicon substrate. 

The MUMPs process provides seven different films (layers) with which to build 
structures. These films are silicon nitride, poly 0, first oxide, poly 1, second oxide, poly 2 
and metal (fig. 1). The purpose of the oxide and polysilicon films has been described 
above. The silicon nitride film is a blanket layer that serves to isolate all structures 
electrically from the substrate. The metal layer serves two purposes, it provides electrical 
contact to the polysilicon simplifying wire bonding and a reflective surface for optical 
applications. 

2nd Oxide 
1st Oxide 

Metal 

Poly 2 

Polyl 
Nitride 

Fig. 1 Cross section of micromotor using MÜMPs process. The motor is released by 
immersing it in hydrofluoric acid to remove the first and second oxide layers. 

LIGAMUMPs Description 

LIGA, a German acronym which translates to Lithography, Electroforming and Injection 
Molding, was developed in Germany in the 1980's and has slowly gained wide-spread 
interest. There are two key factors to LIGA's attractiveness - the ability to mass-replicate 
high aspect ratio structures out of metals, polymers and ceramics, and the ability to 
fabricate structures which can be assembled with a high degree of precision. LIGA 
requires the use of an extremely energetic, highly collimated photon source, which 
restricts its practice to those facilities with access to x-ray synchrotrons. This further 
exacerbates the access and cost issues mentioned above. The processes offered include 
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releasable single level metal and plastic structures. As our experience with the technology 
increases, so too will the complexity of the processes available as part of the MUMPs. 
Figure 2 shows an example of parts made using the University of Wisconsin LIGA 
process. 

Fig. 2 Scanning electron micrograph of 150 (im tall nickel gears made using LIGA 
process. 

CONSOLIDATED MICROMECHANICAL ELEMENT LIBRARY 

The Consolidated Micromechanical Element Library (CaMEL) is a library of MEMS 
cells similar to standard cell libraries that proliferate in VLSI design. The CaMEL library 
consists of two independent parts; the nonparameterized cell database and the 
parameterized micromechanical element library. The aim is to provide MEMS cell 
libraries that are useful for novice MEMS designers, as well as experienced ones. 

The nonparameterized cell library is a database of MEMS designs in various process 
technologies contributed by different sources. It is a resource of working MEMS devices 
and structures. A library browser permits the user to peruse brief descriptions of the cells 
and select desired ones. Selected cells can then be retrieved from the database. A 
companion program allows designers to submit MEMS designs for inclusion in the 
database along with the accompanying process information. Cells currently available in 
the library include designs for MUMPs and LIGAMUMPs processes. 

The parameterized micromechanical element (PME) library is a set of generators that 
allow users to create customized versions of commonly used elements in a quick and easy 
manner. The PME library also provides a framework for writing cell generators. It 
enables the generators to be relatively process independent and allows limited cell 
hierarchy. Designs can be generated in CIF, GDS II, or PostScript output formats. 
Technology dependent design rules are read in from an environment specified technology 

411 



file. The library provides various geometric primitives and a set of available generators. 
Various types of elements are available, including active micromechanical elements, 
passive micromechanical elements, test mechanical structures, and electrical elements. 

SMART MEMS: ELECTRONICS INTEGRATION FOR MEMS 

There has been a growing interest in placing electronics closer to sensors and actuators to 
improve their performance. The hybrid approach, long the industry standard, is flexible 
but can suffer from system performance degradation due to stray or large capacitance[2]. 
A recent approach [3] has been to build MEMS on top of underlying electronics. This 
embedded approach results in significant improvement in performance but suffers from 
reduced yield and flexibility due to the processing complexity. 

Flip chip MEMS combines the advantages of the hybrid and embedded approach. The 
electronics and the MEMS are fabricated on different substrates, reducing process 
complexity, and are then connected using solder bumping. Flip chip has been 
successfully used to connect IC chips to printed circuits or substrate carriers for almost 20 
years. This approach has been modified to facilitate the connection of the MEMS chip to 
the electronics chip, taking into account the mechanical or 'released' nature of MEMS 
chips. 

Electromechanical Control System 

The Electromechanical Control System (ECOSYS) is a program to facilitate the 
fabrication of MEMS systems including the electronics. A standardized IC controller 
with various functional blocks is currently under production. The aim is to allow users to 
connect blocks and attach them to a MEMS device via flip-chip attachment to implement 
a system incorporating sensing, feedback, and control. A limited degree of user 
programmability will be provided via external RC components to tailor the response of 
the blocks for the application. Interconnections to the MEMS elements will be via solder 
bumps and the parasitics introduced by the solder bump and pad will be accounted for in 
the design of the blocks. 

REFERENCES 
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Introduction: Progress in the research of low-dimensional nanostructures during the 
past decade has mainly been in the fabrication and characterization areas, mostly due to 
difficulties in producing nanometer-scale, device-quality structures1. 

However, we have recently found a new self-organization phenomenon in a strained 
InGaAs/AlGaAs system on a (311)B GaAs substrate grown by metalorganic vapor 
phase epitaxy2 that results in the formation of nano-scale confined structures, i.e., 
strained InGaAs quantum disks. We describe and discuss the performance of electrically 
pumped strained InGaAs quantum disk lasers with nano-scale active regions fabricated 
by self-organization phenomenon3. 

Self-organization Phenomenon: The self-organization process is as follows: 
During a short period of growth interruption, after a thin InGaAs film is grown on an 
AlGaAs layer, the strained InGaAs film redistributes and separates into well-ordered and 
high-density nano-scale quantum disks. These disks are directly covered by AlGaAs 
layers due to mass transport to form the microcrystals (Fig. 1 & Fig. 2). This self- 
organization phenomenon seems to result from the barrier height for adatom migration 
being lower than that of the (100) surface. The size of the disks can be controlled in the 
range of 30-150 nm by adjusting the indium composition and the density can be varied 
by varying the nominal thickness. The buried InGaAs quantum disks exhibit strong and 
narrow photoluminescence emission at a wavelength between 850-950 nm at room 
temperature. Moreover, we found that the self-organization in strained InGaAs system 
also occurs on InP (311) substrates4, indicating that this phenomenon on Miller high- 
index planes might be common to compound semiconductors. 

Quantum Disk Laser: We fabricated laser structures containing 6 nm double- 
stacked Ino.25Gao.75As quantum disks (DQDs) on a GaAs (311)B substrate and double 
quantum wells (DQWs) on a conventional (100) substrate, simultaneously. The vertical 
structure consisted of the separate confinement heterostructure (SCH) with guiding 
layers. After the deposition of each InGaAs layer, growth was interrupted under an 
arsine atmosphere for 3 minutes to promote self-organization at a substrate temperature 
of 750°C. The diameter of the InGaAs quantum disk inside microcrystals was estimated 
to be about 60 nm. The filling factor was calculated as about 6% on the plane. The 
transverse-mode stabilized ridge waveguide lasers were fabricated using the electron 
cyclotron resonance (ECR) dry-etching technique and the conventional fabrication 
process (Fig. 3). The ridge was 2 urn wide and the cavity was 900 urn long. 

The threshold current of the DQD laser was 20-23 mA, which is considerably 
lower than that (27 mA) of the (100) DQW laser (Fig. 4). The FWHM for the vertical 
divergence angle of the emission was 25 degrees and that for the horizontal one was 10 
degrees for both (311)B quantum disk lasers and (100) quantum well lasers, whereas 
the optical confinement factors for active volume were quite different for the two lasers. 
The characteristic temperature To around room temperature is about 200K. Considering 
the filling factor of 6% , the low threshold current of quantum disk lasers appears to be 
related to better optical quality of the disks and might be attributed to the so-called 
volume effect. Moreover, other possible reasons are some gain enhancement effect, less 
guiding loss inside the active region, and a cooperative phenomenon in disk systems, 
whereas the estimated lateral size of the disk is not small enough to expect a lateral 
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confinement effect. The quantum efficiency of the DQD lasers was slightly worse than 
that of the DQW lasers on (100) substrates and tended to saturate, probably because of 
the reduced active volume. The lasing wavelength of the quantum disk lasers, about 
940 run, was blue-shifted from that of the (100) DQW lasers. This is consistent with the 
PL data, and indicates that lasing occurs inside the disks. 

Conclusion: The results suggest the possibility of further using this self-organized 
nanostructure in optical device applications. 

References: 
[1] C. Weisbuch, Proceedings of 22nd International Conference on the Physics of Semiconductors, 
Vancouver, Aug. 15-19, pp. 1839-1846, 1994. [2] R. Nötzel, J. Temmyo, and T. Tamamura, Nature, 
369, pp. 131-133, 1994. [3] J. Temmyo, E. Kuramochi, T. Nishiya, M. Sugo, R. Nötzel, and T. 
Tamamura, Electron. Lett. 31, pp. 209-211, 1995. [4] J. Temmyo, A. Kozen, T. Tamamura, R. 
Nötzel, T. Fukui, and H. Hasegawa, J. Electronic Mat. Dec. 1995 (to be published). 
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Fig. 1. SEM images with a schematic cross-sectional 
view of as-grown InGaAs on a GaAs (311)B substrate. 
The layer beneath is an AlGaAs film. The self- 
organization seems to result from the barrier height for 
adatom migration being lower than that of the (100) 
surface. 

Fig. 2. SEM surface image of strained 
InGaAs on a (311)B substrate. The 
reconstruction process is on the way to 
complete self-organization. The self- 
organization strongly depends on the 
growth conditions such as the substrate 
temperature and the indium composition. 
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Fig. 3. Schematic cross-sectional view of a ridge 
waveguide quantum disk laser. Active region 
consists of doubly-stacked 6nm quantum disks. 414 
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Fig. 4. Typical light output characteristics 



Intentionally Left Blank 

415 



Intentionally Left Blank 

416 



High Performance AlAs Native-Oxide Confined 
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Low threshold, high performance edge- and surface-emitting lasers are 

required for application to optoelectronic integrated circuits. The technology for 

such lasers must be compatible with the fabrication of high speed circuits on the 
same chip without sacrificing performance. In this paper we present the 
characterisitcs of edge-emitting lasers and folded-cavity-surface-emitting lasers 

fabricated using a novel quasi-planar buried oxide stripe geometry laser. There 

has recently been great progress achieved in the application of buried layers of a 

native oxide to optoelectronic devices. The native-oxide of AlGaAs is particualrly 
attractive because it provides both electronic and optical confinement making it 
possible to fabricate low threshold, high efficiency quantum well lasers in both 
the edgel1"2!- and vertical cavity surface-emittingf3"5! geometries. This paper 
explores further the design and properties of buried oxide stripe lasers with the 

goal of optimizing their performance for application to OEIC's, and 

implementing surface emitting lasers that are compatible with incorporation into 

OEIC's. 
The basic device design is schematically shown in Fig.l. AlAs layers above 

and below the waveguide region are partially oxidized from the edge of an 

etched mesa or groove to form a narrow-stripe structure. Since the native-oxide 
AlAs is an insulator with a small refractive index, both electronic and optical 
confinement are achieved. The oxidation rate of AlGaAs depends strongly on Al 
composition. t6l AlAs is chosen in our devices to minimize effect of composition 

nonuniformity and to increase reproducibility. The laser structure is an 
InGaAs/GaAs SQW-GRINSCH structure grown by MOCVD. 1000Ä n- and p- 

type AlAs layers are placed below and above the InGaAs/GaAs active region, 
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respectively. The top AlAs layer is about 2500Ä above the active region. The 

mesas to expose the edge of the AlAs layers for oxidation are formed by wet 

chemical etching using an H2O/H2O2/H2SO4 (160:8:1) solution. The oxidation is 

performed at 400°C in H2O-vapor-saturated N2. The aperture defined by top 

AlAs oxide layer is about 1.8|iim after 8.5min oxidation. The lower oxide aperture 
is wider owing to the doping dependence of the oxidation process, t7! 

Edge emitting and folded cavity surface emitting lasers based on this design 

have been fabricated and tested. An edge-emitting device with 1.8|im-wide 

aperture, 400|im-long cavity demonstrates a threshold current of 3.5mA 

(Jth~490A/cm2) and external quantum efficiency of 82%. Devices with high- 

reflection (HR) dielectric (SiC>2/Si) coating on one facet exhibit a threshold 

current of 2.6mA. The threshold current is 1.7mA with both facets HR coated. 

The spectra for uncoated devices exhibit sigle mode behavior when I>5mA. This 

suggests that good current and optical confinement exist in these narrow-stripe 

structures. The near-field pattern measured at 6mA indicates an oval shape with 
the full width at half power (FWHP) of ~2um due to the narrow active region. 

These characterisitics agree well with detailed simulations of the device 

performed to date. The far-field patterns are stable over a wide range of currents 

with a full width at half maximum (FWHM) perpendicular and parallel to the 

junction plane of 35° and 15°, respectively. CW threshold currents vary from 

3mA to 4.7mA in the temperature range of 0°C-50°C with a characteristic 

temperature of 133K. 
To optimize the performance of the devices we have stuidied the dependence 

of the laser threshold and efficiency on device length and stripe width. Fig.2 
shows the cavity length dependence of the threshold current and the reciprocal 

external quantum efficiency (^d1)- Low threshold currents can be expected for 
laser cavity lengths in the range of 300-500|im. From the cavity length 

dependence of ^d1/ the internal quantum efficiency and the internal losses for 
such narrow-stripe lasers are estimated as 90.2% and 4.1cm"1, respectively. In 

Fig.3, the threshold currents for the devices with different current aperture 

widths are plotted. Compared with the previously reported devices of a similar 

design^, the lasers in this work have lower threshold and higher efficiency. The 

data reported by H. Zhao et al t8l for buried-heterostructure lasers grown on the 

non-planar substrates are also shown in Fig.3 for comparison. Those devices 

exhibit lower threshold current at comparable width, presumably due to better 

lateral confinement of the carriers and the optical fields. 
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A similar stripe geometry technology has been used to fabricate folded cavity 
surface emitting lasers that incorporate one or two 45° mirrors in the cavity to 

deflect the light from the cavity toward the surface. Record low thresholds of 4.5 

mA and high surface emission efficiencies of 59% have been achieved in such 

devices. We will describe the characteristics of these devices and the application 

of them to OEIC's in this talk. 

ACKNOWLEDGEMENT: this work is supported by ARPA through the Ultra 

program and by the Office of Naval Research. 
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Tunnel-injection laser based on type II 
broken-gap p-GalnAsSb/p-lnAs single 

heterojunction. 

MPJVUkhailova, K.D.Moiseev, O.OErshov, G.GZegrya.YuP.YakovIev. 

APJoffe Physical Technical Institute, Russian Academy of Sciences, 
StPetersburg, 194021, Russia. Fax (812) 247-1017. 

We present a new physical approach for the designing of III-V middle-infrared lasers 

promising for the increase of the operating temperature. 

Main features of the novel laser are tunnelling-injection mechanism and indirect 

radiative recombination of spatially separated carriers at the interface of type II p-p 

heterojunction (HJ) which was placed in an active layer. 

Wide-gap lattice-matched p-GalnAsSb layers (Eg=0.63 eV at T=77 K, p=5xl0,6-10n 

cm-3) were grown by liquid phase epitaxy on p-InAs (100) Substrats. We found that [1] 

GalnAsSb/InAs heterojunction is type II one with a broken-gap alignment [1], with a gap 

between valence band of quaternary layer and conductivity band of InAs is about A=60- 
100 meV. 

Surprisingly intensive electroluminescence (EL) have been observed for the first time 

in the isotype p-GalnAsSb/p-InAs structure in the range of T=77-300 K at "reverse" 

bias, (a negative potential at the p-InAs substrate) [2]. Two very narrow emission bands 

1 and 2 with photon energies less than Et of InAs were found in EL spectra at T=77 K, 

hv,=316 meV and hv2=378 meV, with full width of half maximum (FHWM) 10 and 20 

meV, respectively. Fig.l represents EL spectrum at direct drive current.A "blue shift" of 

photon energy maxima of the emission band was observed. 

The unusual electroluminescence in p-p GalnAsSb/InAs HJ was explained by the 

indirect (tunnel) radiative recombination of 2-D electrons localized at levels E, and E2 in 

quantum well at the InAs-side with holes confined in the quaternary layer. Inset in Fig.l 

demonstrates the energy band diagram of the "reverse"-biased p-GalnAsSb/p-InAs heter- 
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Arrows 1 and 2 correspond to radiative recombination transi- 
tions of confined electrons and holes by tunneling through the   acceptor level in the region 
interface. of the fiat-bands crosses the 

discrete electron levels Ej 

and E2, electrons can inject from the acceptor level due to resonant tunneling and 

populate levels in the well. Existence of an electron channel at the interface in p- 

GalnAsSb/p-InAs heterostructure was established by Shubnikov-De Haas oscillations of 

longitudinal magnetoresistance as well as visually by scanning tunnel microscopy meas- 

urements. 

Using effect under study we proposed and realized a new laser structure on the base 

of type II broken-gap p-p heterojunction. 
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A laser structure with separated electron and optical confinement grown by LPE on 

p-InAs substrats and contained 6 layers as it is shown in Fig.2. Mesa-stripe diodes with 

a stripe width 60 um and cavity length about 350 jim were made. There is type II p-p 

heterojunction in the active region that consists of the wide-gap and narrow gap quater- 

nary GalnAsSb layers with energy gaps E£=0.630 and 0.390 eV at T=77 K (In content 17 

and 30%, respectively) forming broken-gap alignment.Wide-gap GalnAsSb p-n junction 

was made in the cap confined layer to provide an additional electron injection. Big value 

of band offset at the interface (AE.-0.6 eV) allows to get a good electron confinement. 

For improvement of the optical confinement n- and p-type wide-gap InAsSbP layers 

(Eg=510 meV) were used. 

Single-mode coherent emission have been obtained with X=3.26 \xm at T=77 K 

(Fig.2). It is important to notice that coherent emission in the laser structure aroses at the 

shortwavelength edge of the spontaneous EL spectrum. Two kinds of laser structures 

were designed and studied: (1) with p-p type II broken-gap heterojunction and (2) with 

the p-n one in an active region. Threshold current temperature dependence for both laser 

structures is represented in Fig.3.(curves 1 and 2). It was found that threshold current 

weakly depends on temperature in the region of 77-110 K for the structure 1, and in the 

region of 77-140 K for the other structure. Characteristic temperatures were achieved for 

these lasers: T0=60 and T0=45 K. It is the highest T0 value reported for InAs-based lasers 

[3]. Lasing was observed for an improved novel laser structures up to 185 K. 
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By our opinion, this imprtant result is due to using the interface radiative recombina- 

tion transitions at the type II heteroboundary. 

As it was shown in [4] Auger-recombination rate can be suppressed, and have a 

weaker temperature dependence at type II heterointerface, in comparing with type I 

heterostructures. It connects with the fact that matrix element for non-radiative Auger 

recombination transition at the type II heteroboundary has an additional infinitesmal 

unlike the type I HJ, that is proportional to (T/AEcmh/mc)«l. The ratio of the Auger- 
II       I 3/2 

recombination rates is G A/G A~(T/AEcmh/mc) . Due to this result, the Auger-recom- 

bination rate decreases at the type II heterointerface. With using parameters of the p-p 

heterostructure under study, AEC=640 meV, m^O.026 m0, mh=0.41mo, T~10 mV (-100 

K), we obtain the ratio G
II

A/G
I
A~0.15. However, radiative recombination rates R and 

R1 in both types of heterostructures are comparable, R /R ~1 [4]. It means that internal 

quantum efficiency must be higher for the type II HJs. High intensity of the interface 

spontaneous emission observed experimentally in the p-p structures under study is in 

agreement with this confirmation. So, we can conclude, Auger-recombination suppres- 

sion leads to the weaker temperature dependence of the threshold current density in the 

laser structure based on type II heterostructures. 

These results open the way for the designing mid-infrared lasers operating at room 

temperatures. 
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Abstract 

Frequency  doubling  using  optical  waveguide  structures  show 
promise for obtaining compact blue lasers that can be used in many 
applications.    Using a segmented KTP optical waveguide over 50 mW 
output at 490 nm has been demonstrated.    This paper reviews these 
type  systems  and discusses  their advantages  and  current limitations. 

Summary 

Low-cost, efficient, compact coherent sources  operating from 
the near ultraviolet to the green regions of the spectrum are 
required for a broad range of applications ranging from 
reprographics to data storage and biomedical diagnostics.     Several 
technical approaches are being pursued for achieving these sources 
including  II-VI  and III-V  semiconductor diodes, rare earth 
upconversion, and nonlinear optic frequency conversion.    One of the 
more promising candidates for such a source is frequency doubling 
an infrared laser diode using an optical waveguide. There  are 
currently three main materials, LiNb03, LiTa03, and KTiOP03 (KTP), 
being evaluated for optical waveguide doublers. Of these KTP has 
been the most thoroughly evaluated and, hence, will be to primary 
focus of this paper. 

There are two important conditions for efficient SHG generation 
of a laser diode using an optical waveguide, high SHG conversion 
efficiency and stable laser diode properties.    The first condition is 
achieved by using relative small cross section, optical waveguides to 
ensure high fundamental power intensity in the guide and by using a 
quasi phase matched SHG scheme that permits the utilization of a 
high nonlinear optic coefficient of the material.    The second condition 
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has been achieved using various diode stabilization schemes such as 
external grating feedback, DFB laser diodes, very narrow band filters 
located between the diode and waveguide and Bragg reflection from 
the  optical  waveguide. 

We have reported previously on a blue laser that uses a KTP 
waveguide consisting of an initial waveguide section designed for 
quasi phase matched SHG of the laser diode followed by a Bragg 
reflection waveguide section which is used to provide feedback to 
lock the laser diode to the wavelength needed for SHG.*   Such a 
waveguide was lens coupled to an AR coated laser diode to produce 
1.6 mW at 425 nm.    We also reported on the development of a butt- 
coupled KTP SHG laser that generates 3 mW output at 425 nm.2   The 
basic configuration is shown in Fig. 1.   The KTP waveguide design 
was similar to that described earlier-* and consisted of an 8 mm SHG 
section followed by a 2 mm Bragg section.    The waveguides were 
fabricated  using  Rb/Ba ion-exchange processing conditions  which 
were also  similar to  those reported previously.  Improvements in 
photolithography  and  in  ion-exchange  processing  optimization  and 
reproducibility now allow  such waveguides to be routinely fabricated 
with internal conversion efficiencies of about 250 %/W-cm2 and, in 
some cases, with efficiencies in excess of 600%/W-cm2. 

An SDL 5422 C-block packaged laser diode with AR coating 
(less than 0.5% reflectivity) was directly coupled to the input face of 
the KTP waveguide.   Both faces of the KTP waveguide are also AR- 
coated (reflectivities less than 0.5%) to reduce Fabry-Perot 
reflections and to minimize other spurious reflections reducing diode 
stability.     By precise,  sub-micron alignment a diode-to-waveguide 
coupling efficiency of 56% was achieved.   This KTP blue laser has an 
RIN noise of less than -140 dB/Hz and the beam is diffraction limited 
which makes it suitable for reading high density optical discs. 

In more recent work using a Ti:Al203 laser we have 
demonstrated SHG outputs in excess of 100 mW at about 490 nm 
from an 8 mm long waveguide.    These waveguides also showed good 
long term stability at 50 mW, the highest power tested over long 
times.    When suitable high power single mode IR laser diodes are 
available similar powers are expected from a directly coupled 
diode/waveguide   system  as   well. 
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This  paper will  review the various  diode/waveguide  doubling 
systems   currently  under development  and  will  particularly 
emphasize both  waveguide material and IR laser diode limitations. 
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A photodetector structure is described which is sensitive to the polarization of the 
incident radiation. The principle of operation is based on the resonant cavity enhanced 
(RCE) photodetectors [1]. This structure does not require any external polarization filters 
or beam splitters. Sensitivity of discrete devices can be controlled by recessing the top 
surface of the detector allowing for the monolithic fabrication of detector arrays with varying 
sensitivities to TE(s) and TM(p) polarizations. A detector array of two detectors can be 
used to measure the polarization of the incident light. Below we discuss the concept and 
preliminary analysis. The presentation will include a more detailed theoretical analysis and 
experimental results. 

Over the past five years, a new family of optoelectronic devices has emerged whose 
performance is enhanced by placing the active device structure inside a Fabry-Perot reso- 
nant microcavity [2]. The RCE structure consists of a thin absorption region placed in an 
asymmetric Fabry-Perot cavity. The cavity is formed by top and bottom reflectors which 
can be fabricated by various methods (for example, alternating layers of quarter-wavelength 
dielectrics, i.e., Distributed Bragg Reflectors). The quantum efficiency for a RCE detector 
can be expressed as 

77 = 11 - 2VRiR2e-adcos(2ßL + fa + fa) + R^e2«* J X (1 " ^ " * ^     ^ 

where a and d are the absorption coefficient and thickness for the thin absorber, ß is the 
optical propagation constant, L is the length of the cavity, and R\, fa and Ä2, fa are the 
amplitude and phase of the top and bottom reflectors, respectively. If the light is incident 
to the surface at an angle 9 with the normal, L is replaced by L/ cos 6. 

When the optical length of the cavity satisfies the resonance condition, the cavity en- 
hances the optical fields and the detector response is drastically increased. If the length of 
the cavity is altered (for example, by surface recessing) then the sensitivity is reduced below 
that of a conventional detector structure without the cavity. The enhancement/reduction 

in the detector response depends strongly on the top reflectivity (R\) [2]. 
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Figure 1: Conceptual representation of the polarization sensitive photodetector array. 

The concepts described below are applicable to most material systems and detector 
structures at various wavelength (A) regions. The discussion will focus on the theoretical 
and experimental results based on a GaAs/AlGaAs/InGaAs photodetector structure at 
around A=900 nm. 

Figure 1 shows a conceptual representation of the polarization sensitive detector array 

consisting of two monolithic RCE photodetectors with different cavity lengths {L\ and 
L-i). The interface between semiconductor and air is used as the top reflector. At normal 
incidence, GaAs/air interface provides a reflectivity of 0.32. This reflectivity is a strong 
function of incidence angle and polarization as shown in Fig. 2. 

At Brewster's angle (~ 74° for GaAs), TM reflectivity vanishes and TE reflectivity is 
about 0.75. Therefore, sensitivity is a strong function of the cavity length for TE polar- 
ization and can be controlled by recessing the top surface, while the sensitivity for TM is 
invariant. The detectors #1 and #2 in Fig. 1 can be made to have very different sensitivities 
for TE polarization while their responses to TM polarization are equal. 

Figure 3 shows the calculated dependence of the detector response on the surface recess 
for TE and TM polarizations. A maximum cavity length of Lmax = 2.5/rni is considered. 
By selecting the two recess values corresponding to the maximum and minimum of the TE 
quantum efficiency, a sharp contrast in TE-response can be achieved. The length of detector 
#1 (in Fig. 1) is adjusted to achieve the maximum sensitivity of the resonant cavity for TE 
polarization for the selected incidence angle. The surface of detector #2 is recessed such 
that the incident TE polarized light is rejected. 
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Figure 2: Incidence angle dependence of the reflectivity at GaAs/air interface for TE(s) 
and TM(p) polarizations. At the wavelength of interest (A=900 nm), the refractive index 

of GaAs is n = 3.55. 

The detector responses D\ and D2 can be expressed as 

D2 

Sx,TE    Si,TM 

S2,TE    S2,TM 

TE 
TM = IS]- 

TE 
TM (2) 

where Si,TE and SJ.TM represent the sensitivity of the two detectors to different polariza- 
tions. For the described device structure, there is a big contrast in the response to different 
polarizations. Therefore, [S] can be inverted and TE and TM powers can be evaluated from 
the detector signals as: 

TE 
TM = [S]-1 Dx 

D2 
(3) 

For the device parameters of Fig. 3, SX,TE = 0-98, S2,TE = 0.03, and SX,TM = S2,TM 

0.33, we obtain: 

TE 
TM 

1.053     -1.053 
-0.096    3.126 

Dx 
D2 

(4) 

We have designed and fabricated RCE detector structures in GaAs/(In,Al)GaAs mate- 

rial system. The bottom reflector is formed by 15 period GaAs/AlAs DBR mirror. Active 
absorption region consists of Ino.1Gao.9As.  We are in the process of characterizing these 
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Figure 3: Dependence of quantum efficiency for a RCE-detector 

samples by reflectivity measurements and fabricating detector arrays. We will present ex- 
perimental results, analysis of these detector arrays and dependence of performance on 
various parameters. 
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A novel sampling correlator is described which is useful for characterizing optical pulses 
with subpicosecond temporal resolution. The correlator exploits the ultrafast nonlinear re- 
sponse of a photoconductor made of low-temperature-grown (LTG) gallium arsenide, which 
is connected to a coplanar-waveguide transmission line. Unlike commercially available corre- 
lators, the LTG-GaAs correlator (LTGGC) does not require a nonlinear crystal for second- 
harmonic generation. Instead, the LTGGC uses a nonlinearity which is associated with 
the transmission line and photoconductor functioning as a voltage divider. The resulting 
nonlinearity is used to measure <T

2
'(T), the second-order intensity autocorrelation function 

Figure 1 schematically shows the LTG-GaAs photoconductor in a transmission line 
geometry. On time-scales of ~ lps, the current-response ipc{t) to an intensity pulse I(t) is 
effectively instantaneous. 

ipc{t) = Z0 +
VG(t)-> ■ (1) 

Here v0 is the dc bias voltage, Z0 is the characteristic impedance of the transmission line 
(~ 100Q), and G(t) oc I(t) is the photoconductance [2]. For small I(t), the photocurrent 
ipC(t) is linear in I(t) since G(t)~l 3> Z0 and the photoconductor is voltage-biased. For 
larger I(t), however, the photoconductor is no longer voltage-biased—it is biased through 
a load impedance Z0 and responds nonlinearly in I(t) when Z0 « G_1. 

This nonlinearity is exploited by the LTGGC to measure g^(r) as follows. Phe- 

nomenologically, the lowest order nonlinearity is given by ipc{t) « SJ- ' (I(t))2, where Sj 
is the second-order nonlinear current responsivity in units of A/(Wem-2)2. For two cross- 
polarized beams which are separated by a variable time-delay r, the incident intensity at 
the LTG-GaAs photoconductor is Ir{t) = I(t) + I(t + r). The time-averaged photocurrent 
in response to Ir{t) gives a cross-term which depends on T. 

< ipc{r) >t= 2Sf] < I(t)I(t + T) >< +const. (2) 

Neglecting the constant term, < ipc(r) >t is proportional to the second-order intensity 

autocorrelation g^2\r) in the limit that the photoconductor nonlinear responsivity Sj ' 
depends weakly on I(t)—a condition which is satisfied when the intensity is chosen such 
that Z0G « 0.1. Therefore, g^2\r) can be measured from the dc photocurrent as a function 
of the time-delay T. 

An example illustrates typical parameter values for the LTGGC. Consider a photocon- 
ductor integrated into a coplanar waveguide as shown in Fig. 1 with a 5 x 5 /im active area. 
Assume the quantum efficiency is 77 = 0.5, hu> = 1.5 eV, the photoconductive response time 
is rr = 100 fs, ne = 100cm2V/s, and fih < ße- For a 100 Q transmission line, the optimum 
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operating condition Z0G « 0.1 occurs for a peak intensity I(t) = 7-107 W/cm2. This corre- 
sponds to an average power of 0.1 mW for a mode-locked Ti:sapphire laser which produces 
~ 80 fs pulses at a repetition rate of 82 MHz. This power is much lower than that required 
for a similar signal-to-noise ratio for conventional autocorrelators (typically ~ 10 mW) [3]. 

The temporal resolution of the LTGGC is determined by the time required for the 
LTG-GaAs photoconductor to return to a high resistance state after brief illumination. 
This recovery time is referred to as rr—which accounts for recombination and trapping of 
photo-excited electrons and holes. Time-domain reflectivity measurements were used to 
measure rT in a LTG-GaAs sample. In such measurements, a short intense pulse induces a 
change in the reflectivity AR which then decays exponentially with time-constant rr. The 
lifetime rT measured for our sample was ~ 650 fs. 

We recently demonstrated the feasibility of the LTGGC using this photoconductor sam- 
ple. The temporal resolution of this particular LTGGC is limited by rr and is adequate for 
measuring intensity envelopes with modulation features on time-scales longer than ~ 1 ps. A 
10x3 /im LTG-GaAs photoconductor was integrated into a high-frequency coplanar waveg- 
uide patterned from a Au:Ti metal film. An audio speaker with a retroreflector driven at 
30 Hz swept the time-delay r between two trains of ~ 80 fs pulses from a Thsapphire laser. 
The two pulse trains were coupled to the LTG-GaAs photoconductor through a length of 
single-mode optical fiber. The optical fiber dispersed the ~ 80 fs pulses to picosecond time 
scales. Figure 2a shows a measurement of ipc(r) versus time-delay r for two ~ 80 fs optical 
pulse trains (A = 810 nm) which have propagated through 43 cm of single-mode optical 
fiber. The shape of this curve is similar to autocorrelation curves measured for dispersed 
pulses with a conventional autocorrelator [4]. The sharp peak in the center is a coherence 
peak whose width is approximately the inverse of the pulse's optical bandwidth. The co- 
herence peak contains no information about the time-scale of the modulated intensity and 
can be eliminated by coupling the two optical pulses with crossed polarizations through a 
polarization-maintaining optical fiber. The rounded shoulders on either side of the coher- 
ence peak contain information about the temporal width of the dispersion-broadened pulse. 
The full width half maximum (FWHM) of the rounded shoulders is 2 ps for Fig. 2a. De- 
convolution, assuming a sech2(i) pulse-shape, then yields a temporal width of 1.3 ps for the 
dispersed optical pulse. Figure 2b shows a similar measurement, but with a longer length 
of fiber (94 cm). Deconvolution in this case yields a width of 1.9 ps for the dispersed pulse. 
The curves in Fig. 2 clearly demonstrate the operation of the LTGGC on the picosecond 
time-scale. Note that the coherence peak has the same width in both traces. This indicates 
that the bandwidth has been preserved and that the LTGGC is not measuring a change in 
coherence—it is measuring the additional dispersion of the intensity envelope caused by the 
longer optical fiber. 

Compared to conventional autocorrelators which use nonlinear crystals, the LTGGC 
allows for simplified and compact measurement of the intensity-intensity autocorrelation 
function of picosecond optical pulses. Faster LTG-GaAs photoconductors are being devel- 
oped with rr approaching 100 fs [5]. Such a photoconductor would conceivably make the 
LTGGC useful for characterizing optical pulses produced by femtosecond lasers. This work 
was supported in part by the MRSEC program of the National Science Foundation under 
award number DMR-9400334, and by the U.S. Air Force under grant number F-19628-95- 
C-0002. 
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Figure 1: Schematic diagram of the LTG-GaAs photoconductor embedded in a coplanar- 
waveguide transmission line. A transimpedance amplifier is used as a read-out for the 
dc photocurrent IPC(T). The equivalent circuit models the high-frequency response of the 
LTGGC to an intensity pulse I(t). 
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Figure 2: Demonstration of the LTGGC used to measure dispersion on the 1 ps time-scale, 
(a) Measured values of ipc(T) versus time-delay T for two optical pulses which have been 
dispersed by propagating through 43 cm of single-mode optical fiber, (b) Measured values 
of ipc(r) versus r for two optical pulses which have propagated through 94 cm of fiber. The 
LTGGC clearly measures the increased dispersion produced by the longer fiber. 
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Direct Broadband (130 MHz to 20 GHz) 
Amplitude Modulation-Frequency Response Measurements 
of InGaAsP Optical Amplifiers at a Wavelength of 1.55(im 

Timothy U. Horton and Gregory E. Stillman 
Center for Compound Semiconductor Microelectronics 

University of Illinois at Urbana-Champaign, Urbana, Illinois 61801 

Optical amplifiers are becoming increasingly important components in lightwave 
communication systems [1,2]. Specifically, diode-pumped erbium-doped fiber-optic 
amplifiers have been demonstrated as effective replacements for many repeaters and and 
regenerators in long-haul fiber communication links [1]. In addition, semiconductor 
optical amplifiers have also been extensively studied and demonstrated to function as 
both repeater replacements [2] and as optical preamplifiers [3,4]. 

Considerable effort has been devoted to studying travelling-wave InGaAsP/InP 
optical amplifiers for application as 1.55um preamplifiers [3,4]. In particular, researchers 
have worked to develop monolithically integrated preamplifier/detector combinations [3]. 
A key requirement for optical preamplifiers in these applications is flat amplitude 
modulation response up to high frequencies [5]. 

Little has been previously reported concerning direct experimental measurement 
of the AM frequency response of an InGaAsP optical amplifier. For this reason, we have 
performed frequency response measurements from 130 MHz to 20 GHz on an InGaAsP 
semiconductor optical amplifier at 1.55um using an HP Lightwave Test Set as shown in 
the schematic of Figure 1 below. The experimental results include an expected frequency 
response minimum at high frequency (approximately 15 GHz) due to the residual facet 
reflectivity of the amplifier, as well as a separate low-frequency response degradation 
which is attributable to the time-dependent coupling between the photon density and the 
free carrier densities within the active layer of the amplifier. 

HP 8510 
Network Analyzer 

S-Parameler Test Set 
Port 2 Port 1 

r 
RF Signal 

Source 

AGC 
Circuit 

DFB 
Laser 

Optical 
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HP Lightwave Test Set 

Built-in InGaAs 
Detector and 

Broadband Amp 

Light 
Out Variable 

Attenuator 
v   ^-   -A.   -^ 
Polarization 

Rotator 

Light 
In Optical 

Amplifier 

Figure 1. Schematic of the experimental setup for measuring the 
modulation frequency response of an optical amplifier using the HP 
Lightwave Test Set 

437 



Referring to Figure 1, the Lightwave Test Set adjusts the RF level applied to a UNDO3 
modulator so that the output of an internal DFB laser (1.55|im wavelength and 60 MHz 
spectral linewidth) is amplitude-modulated to a depth of about 20% independent of 
frequency. The modulated light signal is routed through single-mode fiber to an optical 
attenuator and polarization controller, and is then coupled through an anti-reflection 
coated lens to the input facet of the optical amplifier. The output of the amplifier is 
similarly coupled into a second fiber which routes the amplified light signal back to a fast 
photoreceiver inside the Lightwave Test Set.. The S-Parameter Test Set compares the 
amplitude and phase of the RF output from the photoreceiver to the RF signal driving the 
LiNbOß modulator. In order to isolate the modulation frequency response of the optical 
amplifier, the combined transfer functions of the LiNb03 modulator and internal 
photoreceiver are measured directly with the optical amplifier removed from the setup. 

The optical amplifier is powered by a current source at DC levels up to 200 mA 
and is mounted on a heat sink with a thermoelectric cooler which maintains the device 
temperature at approximately 20°C. Figure 2 shows a simple schematic of the specific 
amplifier layer and device structure which we tested. The layers form a bulk 
InGaAsP/InP double heterostructure gives peak emission at 1.58|im. The device 
structure is similar to a ridge-waveguide laser with the 3|im-wide ridge oriented 10° off- 
axis (yielding an effective reflectivity at the facets on the order of .01%) and with a 
device length of approximately 1mm. This amplifier was provided by researchers at HP 
Laboratories who have used it within an external cavity for tunable laser applications. 
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Light 
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Top View of 
Amplifier 

Light 
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Figure 2. Simplified schematic of InGaAsP optical amplifier device 

Figure 3 shows measured fiber-to-fiber unsaturated gain versus frequency data for 
this optical amplifier with TE excitation as drive current is varied from 70 mA to 200 mA 
in 10 mA steps. Gain here is defined as the optical power gain supplied by the InGaAsP 
amplifier and represents directly the amplification of the fundamental frequency 
component in the intensity modulation. The modulation frequency response is flat to 
within 1.5 dB over this frequency range for all drive currents, which is desirable for 
analog preamplification schemes [5]. From Figure 3, the maximum fiber-to-fiber gain is 
about 19 dB at 200 mA of drive current. The fiber-to-amplifier coupling loss was 
independently measured to be about 5 dB per facet, yielding a maximum device gain of 
nearly 30 dB at 200 mA. 
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Figure 3. Unsaturated fiber-fiber TE mode gain vs. modulation frequency 
for amplifier drive currents from 70 mA - 200 mA in 10 mA steps (gain 
increasing with increasing current) 

Even though the gain fluctuations in Figure 3 are small for all drive currents, the 
180 mA, 190 mA, and 200 mA curves display a measureable ripple in the frequency 
response. This is more clearly seen in Figure 4 which shows the 200 mA curve with an 
expanded vertical scale. 
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Figure 4. Unsaturated fiber-fiber TE mode gain vs. modulation frequency 
for 200 mA current showing response minimum near 15 GHz due to facet 
reflectivity as well as low-frequency degradation due to coupling between 
carrier and photon densities. 
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A frequency response minimum occurs at about 15 GHz, and an additional low-frequency 
degradation is evident below about 5 GHz. The minimum at 15 GHz can be attributed to 
the amplified optical feedback which occurs due to non-zero facet reflectivities and is 
directly related to the well documented ripple that is seen in the spontaneous emission 
spectra of optical amplifiers under high gain conditions [2]. In addition, the low- 
frequency degradation can be attributed to time-dependent interactions within the active 
layer between photon densities and free carrier populations which create negative 
nonlinear feedback for the gain. This result (in terms of degraded low-frequency 
amplitude modulation response) has been explicitely predicted by a theoretical model 
which accounts for these interactions in a coupled rate equation analysis [5,6], but to our 
knowlege has not been reported experimentally. That model predicts the degradation to 
occur at frequencies below a value roughly equal to the inverse recombination time in the 
active layer. For our data the frequency at which degradation begins is close to 5 GHz 
which yields a reasonable recombination time estimate of 200ps. The low-frequency 
degradation beginning around 5 GHz is also consistent with both modelling and 
experimental data that has been published demonstrating repetition-rate-dependent gain 
compression in an InGaAsP 1.3|im amplifier injected with ultra-short optical pulses [7]. 
That research found that for pulse repetition rates higher than 3-6 GHz the gain in the 
active layer maintained a steady-state value dependent only on the average optical power, 
whereas for repetition rates lower than this the gain demonstrated a negative exponential- 
like transient response to each pulse individually. 

In summary, we have performed amplitude modulation frequency response 
measurements on an InGaAsP travelling-wave optical amplifier. The results demonstrate 
that in addition to the frequency response minimum that is introduced by residual facet 
reflectivity, there is also low-frequency degradation related to time-dependent coupling 
between the photon densities and the free carrier densities within the active layer. 

The authors wish to acknowlege Dr. Rangu Ranganath of HP Laboratories for 
providing us with the optical amplifier and the Center for Compound Semiconductor 
Microelectronics for the use of its excellent measurement facilities. This work was 
supported by AASERT Grant #N00014-93-l-1075 and JSEP Grant #N00014-90-J-1270. 

References: 

[1]    J.-M. P Delavaux, "Multi-Stage Erbium-Doped Fiber Amplifier Designs," J. Lightwave Tech., vol. 
13, no. 5, pp. 703-720, 1995. 

[2]    M. J. O'Mahoney, "Semiconductor Laser Optical Amplifiers for Use in Future Fiber Systems,"  J. 
Lightwave Tech., vol 6, no. 4, pp. 531-544,1988. 

[3]    D. Wake, "A 1550-nm Millimeter-Wave Photodetector with a Bandwidth-Efficiency Product of 2.4 
THz," J. Lightwave Tech., vol. 10, no. 7, 1992. 

[4]    H. Nakano, S. Tsuji, K. Uomi, S. Sasaki, and K. Yamashita, "10 Gbit/s, 100km nonrepeatered fibre 
transmission experiment using a high-sensitivity semiconductor optical preamplifier," Electron. Lett., 
vol. 26, pp. 1364-1366, 1990. 

[5]    J. A. Constable, I. H. White, A. N. Coles, D. G. Cunningham, "Harmonic and phase distortion of 
analogue amplitude-modulated signals in bulk near travelling-wave semiconductor optical 
amplifiers," IEE Proceed.-] Optoelectron., vol. 139, no. 6, pp. 389-398, 1992. 

[6]    P. N. Pennington and R. F. Ormondroyd, "Large-signal modulation response of monolithic active 
integrated-optic waveguides," IEE Proceed.-J Optoelectron., vol. 137, no. 1, pp. 11-20, 1990. 

[7]    P. B. Hansen, J. M. Wiesenfeld, G. Eisenstein, R. S. Tucker, and G. Raybon, "Repetition-Rate 
Dependence of Gain Compression in InGaAsP Optical Amplifiers Using Picosecond Optical Pulses," 
IEEE J. Quantum Electron., QE-25, no. 12, pp. 2611-2620, 1989. 

440 



Surface-Normal Optical Pixels For Optical Interconnects 
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Abstract - A surface-normal optical device with 
low power consumption and temperature- 
insensitive light output characteristics is desired 
for optical interconnects in switching and 
computer. We show a surface-emitting laser 
(VCSEL) and VCSEL-based electrophotonic 
pixels being fabricated for this purpose. These 
pixels have functions of optical signal routing 
etc.. This paper also describes the technology 
to fabricate optical pixels for wavelength 
division multiplex applications. 

I. Introduction 
The advantage of surface-normal optical 

devices such as vertical-cavity surface- 
emitting lasers (VCSELs) [1,2] and VCSEL- 
based devices, for example, VC-VSTEP 
(vertical-cavity vertical-to-surface 
transmission electrophotonic device) [3] is low 
threshold current and ease of array fabrication. 
In VCSEL applications, high wall-plug 
efficiency, temperature-insensitivity, 
uniformity in the electrical and optical 
characteristics are important. To obtain higher 
performance, we fabricated VCSELs which 
had a 5/4-X-thick contact layer [4], and broad 
gain bandwidth. It was also possible to stabilize 
the polarization direction by making the mesa 
shape of rectangular. 

Another features in VCSELs is their single- 
mode operation is possible, which makes 
multiple-wavelength VCSEL arrays useful for 
wavelength division multiplexing (WDM) 
application. To fabricate monolithically 
integrated multiple-wavelength arrays, we 
have developed a new mask molecular beam 
epitaxy (MBE) technique [5] in which a 

shadow mask is placed on a wafer during 
epitaxial growth [6]. This technique allows 
changing selective and nonselective growth 
mode in a MBE chamber. Varying the cavity 
thickness at selective areas grown by the mask 
MBE enables multiple-wavelength VCSELs 
to be monolithically integrated. 

Optical signal routing for photonic 
switching and network computing is possible 
with VCSEL-based electrophotonic pixels. 
We have propose a distributed fiber switch that 
consists of VCSELs with an addressing circuit 
and an optical cross connector. 

n. VCSEL device structure and 
characteristics 

The structure of InGaAs/AlGaAs bottom 
emitting lasers grown by MBE was shown in 
Fig. 1. The bottom mirror consisted of a 18.5 
period Si-doped AlAs/GaAs distributed Bragg 
reflector (DBR). The 1-thick spacer region 
consisted of active layers and Al05Ga0JAs 
confinement layers. The top mirror was 
composed of a 16 period Be-doped AlAs/ 
GaAs DBR. The active region was surrounded 
by a highly resistive proton-implanted region. 
The back of the substrate was anti-reflection 
(AR)-coated. 

On our proposed device, the active layer 
consisted of multiple types of InGaAs 
quantum wells to achieve a broad gain 
bandwidth [11]. The quantum wells were 
sandwiched with a Al Ga07JAs barrier layer. 
The gain peaks for this proposed device were 

Rectangular Mesa 

Highly Resistive Region 

Cathode 

Fig. 1 Structure of the proposed VCSEL 
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Fig. 3 I-L characteristics of the VCSEL with 
temperature as a parameter. 

set at 960, 960,940, and 920 nm from the p- 
side, sequentially. This arrangement of the 
active layers was optimized from a simulation 
[11]. The cavity peak was set at 960 nm. In 
addition, a 5/4-X-thick GaAs layer is inserted 
in the bottom of the p-type DBR to reduce the 
sheet resistance of the contact layer [4]. This 
improves the current versus voltage (I-V) 
characteristics and results in both high light 
output power and high wall-plug efficiency. 

Solid lines in Fig. 2 show the current versus 
light-output (I-L) and current versus voltage 
(I-V) characteristics at room temperature CW 
operation. For comparison, those for a 
conventional VCSEL with a top DBR without 
the 5/4-1-thick GaAs layer are also shown in 
Fig.2 (dotted lines). The threshold current for 
the proposed VCSEL was 1.2 mA and the slope 
efficiency is 0.5 W/A. The threshold voltage 
was 2.2 V. Introducing the 5/4-X contact layer 
reduced the driving voltage at lmW light 
output to 2.8 V from the 3.2 V of a 
conventional VCSEL structure. Note also that 
the voltage reduction is greater at higher 
voltages. Maximum output power was also 
improved to more than 5mW by introducing 
the 5/4-X, contact layer. The average wall-plug 
efficiency was 11±0.4% in an 8x8 array, and 
all elements showed the high efficiency over 
10% with the exception of one VCSEL. Such 
high efficiency is due to both the reduction in 
the driving voltage and the high slope 
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efficiency of about 0.5W/A. 
Figure 3 shows the temperature 

characteristic of the VCSEL [7]. The 
temperature dependence of VCSELs is due to 
shifts in the DBR mirror resonance and the gain 
bandwidth to longer wavelengths at different 
rates as temperature increases. Active layer 
with broad band gain width improve the 
temperature characteristics, and light output 
power of more than 1 mW was obtained even 
at 100 °C (Fig. 3). 

Polarization control is also important for 
noise reduction and polarization sensitive 
applications. To align polarization to one 
direction, the top mesas of some devices were 
made rectangular, which causes a difference 
in the gain for two orthogonal directions. When 
the top mesa size is made small and approaches 
the single lateral mode region, the dependence 
of modal gain on the top mesa size becomes 
larger, which allows a large difference in the 
modal gain for two orthogonal directions. 
Figure 4 shows the distribution of polarization 
angles for a 6x6-u.m polarization uncontrolled 
VCSEL array and a 6x5-u\m polarization 
controlled array [8]. The polarization angle 
distribution clearly decreases for the 6x5-|J.m 
array. Furthermore, the polarization angle 
distribution of all the 6x5-|im VCSELs is 
suppressed within only 12° with a deviation 
of 2.9°, which is comparable to the 
measurement error. This method of using 
slightly rectangular shape to control 
polarization direction is simple and needs not 
extra costs. 
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I DBR 

Additional 

m. Monolithic integration of multiple 
wavelength VCSEL by mask MBE 
We fabricated a monolithically integrated 

four-wavelength VCSEL array with a 2-nm 
wavelength separation. The integration 
process [5] for four wavelength is shown in 
Fig. 5. The bottom DBR layer and the cavity 
layer including InGaAs QW active layers were 
first grown on the substrate. Then the mask 
was placed on the substrate. An additional 
layer was grown only on selected areas to 
supplement the cavity layer thickness. After 
the first additional layer for the cavity was 
grown on stripe areas, the mask was rotated 
90° and a second additional layer was grown 
perpendicular to the first layer. Finally, the 
mask was moved away from the substrate and 
the top DBR layer was overgrown on the 
whole area. Because the mask had 500-|im 
striped windows with 500-n.m spaces, four 
lasers with different wavelength were 
displaced from each other laterally by 500-|im. 

Figure 6 shows the lasing spectra of 6 mA 
CW operation. The lasing wavelengths were 
962.4,964.3,966.4, and 968.4 nm. The lasers 
have threshold current densities of 800 A/cm2, 
a range comparable to that of a VCSEL with 
the same structure grown by conventional 
MBE. This indicates the good quality of the 
device grown by mask MBE. 

IV. Optical Cross Connectors for 
Distributed Fiber Switches 

VCSELs are promising for achieving low- 
cost optical interconnections. To realize them, 
alignment-tolerant and low-cost optical 
assembling techniques become important in 
addition to performance improvements in 
VCSELs. To reduce the alignment difficulties 
during fiber assembly, we are attempting to 
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Fig. 5 Integration process for four-wavelength 
VCSELs by using mask MBE. 

443 

°'860 M2 964 866 «68 

Wavetenoth fnnrri 

Fig. 6 Lasing spectra of the four-wavelength 
VCSELs during 6mA CW operation. The lasing 
wavelengths were 962.4,964.3,966.4, and 968.4 
nm. 



Optical Cross Connector- 

Board 

Fig. 7 Distribution fiber switch consists of VCSELs with an addressing circuit and an optical cross 
connector using PCFs 

use large-core plastic cladding fibers (PCFs) 
[9] with VCSELs. We propose and fabricate a 
distributed fiber switch (DFS) that consists of 
VCSELs with an addressing circuit and an 
optical cross connector (OCC) using PCFs as 
shown in Fig. 7. 

In the DFS system, each VCSEL in an array 
corresponding to the desired destination, is 
selectively switched on by the addressing 
circuit. The light from the VCSEL is 
transmitted through one of the array fibers 
which is two-dimensionally aligned at the 
VCSEL side. These fibers are one- 
dimensionally rearranged at the input plug. The 
input plugs are perpendicularly connected to 
the output plugs. The lights coming into the 
same output plug are combined into an optical 
fiber which reaches the photodetector. The 
advantages of DFS when compared with 
concentrated switches are high band width, low 
latency and contention-free connection. 

V. Conclusion 
We have developed VCSELs which 

provide high wall-plug efficiency, good 
temperature characteristics, high uniformity, 
and controlled polarization directions. The 
wavelength of these VCSELs were changed 
over a substrate using mask MBE. This 
technique can produce arrays that have the 
desired wavelength separation and that are 
useful in WDM applications. These VCSELs, 
in combination with large-core fibers such as 
PCF, are suitable for achieving low cost optical 
interconnection systems. We have also 
developed optical cross connectors for 

distributed fiber switches which should 
become key components for parallel 
processing and network computing. 
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1.0 Introduction 

High performance GaAs/AlGaAs 
quantum well infrared photodetectors 
(QWIPs) have        been previously 
demonstrated [1], Most of these have been 
grown by molecular beam epitaxy (MBE) with 
only a few studies involving devices grown by 
organometallic vapor phase epitaxy 
(OMVPE) [2,3]. Of these, all the structures 
investigated utilized uniformly doped wells. In 
this paper the dependence of the intersubband 
absorption characteristics of 5-doped 
GaAs/AlGaAs multiquantum well structures 
grown by OMVPE is investigated. Several 
samples with different doping levels and 
periods were grown over a period of several 
months. In addition an identical structure in 
which the wells were uniformly doped to 
1018cm"3 was grown and its absorption 
characteristics measured in order to assess the 
effects of varying the 6-doping parameters. 

2.0 Experimental 

All the samples used in this study were 
grown by atmospheric pressure OMVPE at 
700° C on (100) semi-insulating GaAs 
substrates oriented 2° off toward (110). The 
epitaxial structure, shown schematically in 
Figure 1, consisted of a 0.3 urn GaAs buffer 
layer followed by a 1 \im n+ ohmic contact 
layer. Next, a series of identical 60 A wide 
multiple GaAs quantum wells separated by 
200 Ä Alo.38Gao.62As barriers were grown, 
forming the active IR absorption section of the 
devices.    A    planar    doping    layer    was 

incorporated at the center of each well in order 
to populate the ground state. Finally, a second 
0.5 fim n+ GaAs cap layer formed the top 
ohmic contact of the structure. The reactant 
sources used were trimemylgallium (TMG), 
rrimethylaluminum (TMA), 100% arsine, and 
H2 diluted silane (S1H4) for the n-type doping. 
Growth interruptions of ten second duration 
were employed between consecutive layers 
within the active region. The total number of 
periods in the stack ranges from two to 
twenty-four. For all the samples, the S1H4/HI 
ratio was maintained constant and the effective 
carrier density in the QW was controlled by 

in* GaAsCcntaa |5000A  1 
AlGaAs Barrier (x=0.38) 

AlGaAs Barrier (x=0.38) 

200Ä 

200Ä 

2-24 Periods 

AlGaAs Barrier (x=0.38) 200Ä     | 

AlGaAs Barrier (x=0.38) 200Ä 

|n* GaAs Contact jj|*C^ji~ *.,J.'~ 1 um \£ 

GaAs Buffer 3000Ä 

GaAs Substrate 

■ Si Planar Doped Layer 

} GaAsWell    60Ä 

Figure 1. Schematic of the device layer 
sequence. 

interrupting the well growth and injecting S1H4 
for a duration of between five to twenty-five 
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seconds. With this technique it was possible to 
obtain a delta-doping profile in the GaAs well 
in spite of the high growth temperatures (as 
compared to those typically used for MBE 
growth). Clearly the possibility of impurity 
diffusion cannot be ignored. 
Capacitance-Voltage profiling of a separate 
single-well calibration sample was performed. 
To within the limits of the measurement 
apparatus, the impurity profile exhibited a 
delta-like distribution. Using the nominal 
growth parameters, calculations show the well 
to contain two bound states with confinement 
energies of 63 meV and 237 meV. 

The room temperature intersubband 
absorption characteristics of the structures 
were measured using a Bruker IFS 66V 
Fourier transform spectrometer (FTS). Multi- 
pass waveguide samples were prepared by 
cleaving the as-grown wafer into rectangular 
sections of approximately 14 mm x 4 mm and 
polishing 45° facets on opposing edges [1]. IR 
light from a globar was coupled to the sample 
and the transmitted energy detected by a 
cooled MCT detector after passing through a 
polarizer. The absorption spectra were 
measured by collecting two successive scans; 
one in which the polarizer was oriented so that 
the electric field vector was in the plane of the 
wells (s-pol) and a second for which it was 
perpendicular (p-pol) to the wells. The 
reference signal was obtained by using the 
s-pol measurement from the sample. This 
resulted in minimal error in the measurements 
which would have otherwise been encountered 
in using a separated reference crystal (e.g. SI- 
GaAs). 

3.0 Results and Discussion 

Typical room temperature absorbance 
spectra measured with a sixteen-pass 
waveguide sample are plotted in Figure 2. The 
light-colored curve was obtained by measuring 

the uniformly doped sample while the solid 
curve is from one of the planar doped 
structures. This particular device consisted of a 
five period MQW stack in which the S1H4 
injection time was fifteen seconds. 

o 
(0 

< 

2600   2100    1600    1100 

Wavenumber 

600 

Figure 2. Room temperature FTS absorbance 
spectra. The solid curve is from a 5-doped 
sample while the light colored plot is the 
characteristic measured for a uniformly 
doped well. 

The peak absorbance (arbitrary units) of the 5- 
doped sample is 0.45 and occurs at 1383 cm' 
(172 meV). This value agrees well with the 
expected transition energy of 174 meV. The 
linewidth of the resonance is approximately 
165 cm"1 (20 meV) and corresponds to a 
fractional spectral bandwidth, Av/v, of around 
12 %. This result compares favorably with 
MBE grown bound-to-bound QWTP structures 
previously reported [1]. An additional small 
peak appears at ~ 1800 cm"1 in the 5-doped 
sample and may possibly correspond to a 
transition involving a continuum state near the 
top of the barrier. This feature is only present 
in a small fraction of the samples and 
predominately in the most recent growth runs. 
This could be indicative of a slight baseline 
shift in the OMVPE growth parameters. It has 
been observed that small changes in either the 
well or barrier parameters can significantly 
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alter the absorption characteristics of bound to 
continuum transitions [4]. The absorption 
peaks for the remaining samples were in the 
range of 1400 cm"1 to 1580 cm"1. Growth runs 
which were performed on the same day tended 
to be more consistent, typically within 25 cm"1. 
For comparison, the peak absorbance of the 
uniformly doped well was slightly smaller, 
around 0.4. In addition, the linewidth has 
broadened considerably to 324 cm"1 (40 meV) 
resulting in a fractional bandwidth for the 
transition in excess of 22%. The intersubband 
absorption characteristics and its dependencies 
on the incorporated sheet charge in the well as 
well as the total number of periods within the 
active MQW stack are summarized for several 
samples in Figures 3 and 4. 

Figure 3a shows the dependence of the 
absorption strength and the linewidth, Av, of 
the transition as the SiH* injection (exposure) 
time is varied. In order to draw a valid 
comparison all the points plotted in this graph 
are for samples which contain the same 
number of periods (in this case five) of the 
MQW structure. As this plot indicates the peak 
absorbance initially increases in a linear fashion 
for short injection times. Eventually a point is 
reached at which the absorbance "clamps" and 
a further increase in dopant injection has no 
effect. The transition linewidth also exhibits a 
general linear dependence over most of the 
range of injection times investigated. The 
linewidth for the twenty-five second sample 
however, appears to be an exception for 
reasons which are not presently clear. The 
fractional spectral bandwidths, Av/v, and the 
integrated absorption fractions (i.e. absorption 
integrated over photon energy), IAF, for the 
same samples are plotted in figure 3b. The IAF 
has, in this case, been approximated by 
multiplying the peak absorbance by the 
transition linewidth. This value slightly 
underestimates the true IAF due to the 
contribution of the wings on the lineshape. The 

trends exhibited in this data show a 
pronounced linear behavior. As has been 
previously reported, the IAF is expected to be 
proportional to the doping density [5]. For 

Av and Peak Absorbance >s. 
Exposure Time 

10 20 
Time(sec) 

X Peak Absorbance O Av 

Av/v and IAF «.Exposure Time 

75 T 

> < 

10 20 

Time(sec) 

XIAF O Av/v 

Figure 3. (a) Resonance linewidth and peak 
absorbance plotted as a function of Sill) 
injection time, (b) Plot of fractional spectral 
bandwidth and integrated absorption 
fraction. The lines have been added as a guide 

short injection times the IAF appears to be 
proportional to the dopant density 
incorporated in the well (assuming charge 
density scales with injection time). The 
increase in transition bandwidth may be due to 
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diffusion of the Si dopant atoms in the well, 
resulting in an impurity distribution which 
approaches that of the uniformly doped 
structure. 

Figure 4 shows the absorption 
characteristics for samples in which the number 
of periods was varied while maintaining a 
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0.9- r 350 

0.8- 

. o-7- 
1   0.6- 
S   0.5- 

r -X - * * V 
■9* "•   ' 

■ 300 

- 250 T 
E 

3   0.4- 
1   0.3- 

x*/ ro
 8 A
v(

c 

0.2- 1 - 150 
0.1 i K 

0   H  1  —I— - 100 

10 20 
Period 

30 

X Peak Absorbance OAv 

Av/v andlAFw. Period 

10 20 
Period 

XIAF O Av/v 

Figure 4. (a) Measured intersubband 
absorbance linewidth vs the total number of 
periods in the MQW stack, (b) Plot of 
fractional spectral bandwidth and integrated 
absorption fraction. The lines have been 
added as a guide. 

constant SfflU injection time (25 seconds). The 
absorbance intensity demonstrates a distinct 
nonlinear dependence, increasing abruptly as 
more periods are added and finally reaching a 
maximum value beyond which no significant 
gains are realized. This result is in sharp 
contrast to a previous study in which the 
absorption was shown to increase linearly [6]. 
The transition linewidth, for reasons which are 
not understood at this time, also shows a 
strong dependence, increasing markedly when 
more than five periods are incorporated in the 
MQW stack. 

4.0 Summary 

We have carried out an investigation of 
the effect of planar-doping on the intersubband 
absorption characteristics of GaAs/AlGaAs 
MQW QWIP structures. All of the 6-doped 
samples exhibited improved absorption 
characteristics (i.e. a reduced fractional 
bandwidth) as compared to an identical 
structure in which the wells were uniformly 
doped to 1018 cm"3. The absorption strength 
and transition linewidths exhibit a marked 
dependence on both the injection times as well 
as the number of periods in the structure. 
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Abstract 

Novel universal mechanism of oscillation generation in terahertz range — 
oscillations of ballistic plasma of carriers with negative effective masses (NEM) 
in doped narrow bases of diodes — is investigated. Prerequisites of excitation, 
physical peculiarities of these oscillations and mechanisms of NEM -plasma 
formation are considered 

1. The subject of interest in this report is a ballistic transport of current carriers 
(either electrons or holes) with a specific dispersion relation e(k) through a narrow 
doped base of n+nn+- or p+pp+-diode. The specific feature of the e(k) is an existence 

of a region in the &-space where the differential effective mass of carriers in the 
direction of current flow is negative: [d2ej%2dk\)~1 < 0 (see Fig.l). We show that 
single stationary distribution of ballistic carriers in a certain range of voltages U 
across the diode is characterized by long central quasineutral region where a charge of 
drifting carriers with negative effective masses (iVEM-carriers) compensates a charge 
of ionized doping impurities completely. That region with iV^M-carriers is located 
between two charged regions (a standard cathode-side region and nonstandard anode- 
side region [1]). The voltage increase causes an extension of the nonstandard region 
(Fig.2). A current in this range of voltages is saturated (see inset in Fig.2). We have 
obtained that the single stationary state with a given voltage is unstable and can not 
be realized. Instead there exists a stable nonstationary state with oscillating current 
and oscillating distributions of carrier concentrations and potential [2]. 

The domain of existence for this oscillating solution in a (U, Z)-plane (Z is a length 
of the base) appears at some critical (minimum) value I = lc and broadens with 
increasing I > lc (Fig.S). Not far from the domain edge the current oscillations 
are always quasilinear and one-harmonic. Both their frequency and their amplitude 
are determined by inner parameters of the device (i.e. parameters of the dispersion 
relation, doping, base length, boundary concentrations etc.) and by the only one 
external parameter: an applied voltage U. The voltage increase and the length of the 
base decrease cause the growth of the frequency. As a rule an amplitude of current 
oscillations does not exceed 10% of an average current for the quasilinear regime. For 
large values of the length I we have obtained a domain of nonlinear oscillations inside 
of the domain of existence (.Fig.3). A nonlinear regime appears as a result of a large 
growth of linear oscillation amplitude (up to 25 — 30% of an average current value; 
see Fig A); it can show itself as biharmonic oscillations. 
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Besides a short-circuit regime with a given voltage U regimes with different active 
and reactive loads were studied. An active load diminishes an oscillation amplitude 
and reactive loads can affect a frequency and position of boundaries in the domain 
of existence. Frequency ranges in our calculations of ballistic current oscillations 
are from 200GHz to IhTHz (depending on I, U, e(k), doping concentrations and 
mechanisms controlling e(k)). 

All these results are obtained from numerical self-consistent solutions of Poisson 
equation together with nonstationary kinetic equation for a given e(k). Distributions 
of carriers flying into the base from the cathode and anode are equilibrium with the 
same given Fermi-energies. 

Results of numerical calculations of stationary states are in a good agreement 
with the preliminary analytical consideration [3,4]. 

2. Needed dispersion relations e(k) with JVEM-parts can be implemented with 
different physical mechanisms. Let us remind some of them. 

(i) Asymmetrical double-quantum well (DQW). 

Fig.la shows the electron energy spectrum in DQW formed of two quantum wells 
with different electron masses m and M. The low branch of this spectrum has a part 
with the NEM. A simplified expression of it is 

e(k) = l/2(£l(fc) + e2{k) - [(Cl(fc) - e2(fc))2 + 4A2]1/2), (1) 

where ex{k) = h2k2/2m, e2(k) = e0 + h2k2/2M, A < e0(M - m)/(M + m), e0 > 0, 
M > 2m. Most of our simulations are carried out using (1) because of its simplicity. 
But the condition M > 2m scarcely is satisfied in traditional heterosystems. There- 
fore more sophisticated methods of realization of the needed e(k) are considered as 
well. 

(ii) Holes in uniaxially compressed cubic semiconductors. 

Holes in semiconductors with uniaxially-compressed diamond-like or zinc-blende- 
like crystal lattice have a dispersion relation (in direction of compression), which 
reminds us the expression (1) and has a JV-EM-part with negative masses that de- 
pends on a transverse wave vector k± (Fig.lb). Analogous situation is realized in 
strained pseudomorphic layers for vertical ballistic hole transport across them. In 
both cases roles of m and M play light and heavy hole masses, respectively, and e0 is 
proportional to deformation. We have performed numerous calculations of ballistic 
oscillating hole currents in p — Ge and p — InAs-bases for two limit cases: a) small 
compressions, light doping, cryogenic temperatures, long bases (> l.O^m), subter- 
ahertz frequencies; b) strong compressions, heavy doping, room temperatures, very 
short bases (< O.l^m), ten-terahertz frequencies. 

(iii) rX-mixed electrons. 

It is known [5,6] that on abrupt (lOO)-heterojunction surface T - electron states 
can be mixed with states of Xrvalley which is expanded along [100]-axis. The Xx- 
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states participating in the mixture can be placed both on the same and on the opposite 
side of the surface (or on each of them). Two other X-valleys (X2 and X3) could be 
eliminated from consideration by suitable deformation or quantization. If mixing 
T-and Xi-states belong to the same semiconductor the needed dispersion relation 
e(k) is obtained in a system of isolated semiconductor layers. (Ballistic transport in 
similar systems was considered in [7,8]). If mixing T-and X-states belong to different 
materials (for example, to GaAs and Al As, respectively), we need a system of two- 
layer structures. Mass of T-electrons and transverse mass of X-electrons are similar 
to the masses m and M in the energy relation and £0 is TXi-splitting (with taking 
into account possible deformation and quantization effects). 

3. In conclusion we indicate some important problems which have to be solved to 
implement ballistic generators of terahertz oscillations. All above considered effects 
could be obtained in sufficiently doped bases only. A decrease of lc and growth of 
oscillation frequencies can be achieved by an increase of the doping concentration n0 

mainly. But this increase of no shortens a ballistic length. This circumstance is the 
basic obstacle in order to extend ranges of effective generation. It can be overcome 
using layered bases with modulation doping. Let us note that most of the considered 
mechanisms of the e(fc)-formation stipulate an application of layered heterostructures 
and are in agreement with possible modulation doping. 

The second problem of further analysis is our neglect of carrier transfer between 
low and high branches of the spectrum e(k) (see Fig.l). To evade these transfers a 
splitting between these branches has to be large enough. The frequencies of possible 
quantum interbranch oscillations should be greater than frequencies of quasiclassic 
oscillations of the ballistic plasma with the iVjBM-carriers which are considered here. 
The case of disruption of this condition is of special interest for further searches. 
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Abstract. We discuss how the propagation of plasma waves in a High Electron Mobility 
Transistor (HEMT) can be used to implement a new generation of terahertz devices, including 
sources, resonant detectors, broad band detectors, and frequency multipliers. Our estimates show 
that these devices should outperform conventional terahertz devices, which use deep submicron 
Schottky diodes. 

Introduction. 
Plasma waves with a linear dispersion law, © = sk, may propagate in a Field Effect 

Transistor channel. !"3 Here GO is frequency, s =(eU/m)1/2 is the wave velocity, e is the 
electronic charge, m is the electron effective mass, U is the gate-to channel voltage swing, 
and k is the wave vector. Allen et al. observed infrared absorption 4 and Tsui et al. observed 
weak infrared emission 5 related to such waves in silicon inversion layers. 

The velocity of the plasma waves, s, is typically on the order of 108 cm/s, which is 
much larger than the drift velocity of the two-dimensional electrons in the FET channel. 
Therefore, the propagation of the plasma waves can be used for new regimes of FET 
operation, with a much higher frequency than for conventional, transit-time limited regimes 
of operation. Under certain conditions, plasma oscillations can be excited in a FET by dc 
current. Nonlinear properties of the plasma waves can be utilized for terahertz detectors, 
broad band detectors, mixers, and frequency multipliers, operating in the terahertz range. 

The plasma oscillations can be coupled to electromagnetic radiation. However, since 
the plasma wave velocity is much smaller than the light velocity and the device dimensions 
are much smaller than the light wave length corresponding to the plasma frequency, standard 
antenna structures are needed for such a coupling. 

The electron system in the FET channel is usually referred to as a 2D electron gas. In 
fact, as we have shown 6, for this system, the mean free path for interelectronic collisions 
maybe often smaller than both the sample length and the mean free path for collisions with 
impurities and/or phonons. For example, this is the case for an AlGaAs/GaAs HEMT at 77 K 
for the surface electron concentration ns « 1012 cm"2. In this situation, the two dimensional 
electrons behave as a fluid and they are described by hydrodynamic equations. The equation 
of motion for the 2D electron fluid (the Euler equation) is given by 

dv     3v   e aU   v  „ —-+v—+ i-=0 (1) 
at     dx   max   x 

where dU/dx is the longitudinal electric field in the channel, v(*, t) is the local electron 
velocity, and t is the momentum relaxation time. Eq. (1) has to be solved together with the 
usual continuity equation which (using the gradual channel approximation, ns=CU/e, 
where C is the gate-to-channel capacitance per unit area) can be written as : 
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w i ö(^v)-o 
dt dx 

(2) 

These equations coincide with the hydrodynamic equations for shallow water, and the 
plasma waves are similar to the shallow water waves with the gate-to-channel voltage swing, 
U, being similar to the water level and the e/m ratio being similar to the of free-fall 
acceleration. 

A FET serves as a resonator for the plasma waves with the fundamental frequency 
determined by the ratio s/L and with a quality factor on the order of sxIL, where L is the 
channel length. 

Nonlinear eqs. (1) and (2), with appropriate boundary conditions, describe the FET 
physics, including the physics of the new devices, which we describe below. 

Resonant detectors and mixers of terahertz radiation. 
In our proposed detector 7, the incoming electromagnetic radiation induces an ac 

voltage at the source side of the channel. The drain side of the channel is an open circuit. 
This can be easily achieved using an appropriate antenna structure. This ac voltage excites 
the plasma waves. As mentioned above, the velocity, s, of these waves is determined by the 
dc gate-to-source voltage. Because of the nonlinear properties of the electron fluid and the 
asymmetry in the boundary conditions, a FET biased only by the gate-to-source voltage and 
subjected to an electromagnetic radiation develops a constant drain-to-source voltage, which 
has a resonant dependence on the radiation frequency with maxima at the plasma oscillation 

US frequency G0o=— and its odd harmonics. For the frequencies, such that Ico - n(ü0\ « co0, 

where n = 1, 3, 5, 7..., we found 

At/ 

\VoJ 

1   'ST] 1 

4(co-nQ)0)
2x2-l-l 

(3) 

where AC/is the dc voltage difference between the drain and source potentials, U0 is the gate- 
to-source gate voltage swing, and Ua is the amplitude of the ac source-to-gate voltage 
induced by the incoming radiation. The half width of the resonance curve is determined by 
the damping of the plasma oscillations caused by the electron momentum relaxation and/or 
the electron fluid viscosity. Thus, the FET acts as a resonance quadratic detector of 
electromagnetic radiation (see Fig. 1). As can be seen from the figure, this responsivity can 
exceed typical responsivities of standard Schottky barrier detectors (which are on the order of 
1000 V/W) by many orders of magnitude. 
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Fig. 1. Responsivity of a HEMT detector 
versus radiation frequency. (The viscosity of 
the electronic fluid is accounted for. Without 
viscosity, all resonance peaks would have 
equal magnitudes, approximately 107 V/W.) 
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In practical systems, mixing of weak incoming signal, Uscos(öst with a strong local 
oscillator signal, \J\oc cosco/ocf, is often more desirable because of a much higher sensitivity. 
For \(£>s - n(Dioc\x « 1, the equation describing the electron fluid mixer response coincides 

with eq. (3), where Ua
2 should be replaced with UsUioc. 

Broad band detector. 
Let us now consider an HFET detector with a longer channel, such that sxIL « 1. 

In this case, the plasma waves are excited by the incoming radiation near the source, 
provided that cox » 1 but they decay before ever reaching the drain side of the channel. The 
analysis of this case, based on the solution of eqs. (1) and (2), shows that the dc voltage will 
be still developed between the drain and source, and the detector will operate as a broad band 
detector of the electromagnetic radiation with the responsivity 

R=-     * 
2e0GcU0 

(l COX ^ -+—, 
^4  2Vl+co2x2 

(4) 

where e0 is the dielectric permittivity of vacuum, c is the speed of light, and G ~ 1.5 is the 
antenna gain factor. R is approximately 600 V/W for cot » 1 and U0 = 0.5 V. This 
equation is also valid even for cox « 1 (when the plasma oscillations are overdamped) if a 
stronger inequality, sxIL «(cox)1/2, is fulfilled. As can be seen from eq. (4), a long HFET 
should act as a broad band detector of the electromagnetic radiation. The highest frequency 
of detection is on the order of sld where d is the gate-to-source spacing, since the gradual 
channel approximation is not valid for the plasma wavelengths shorter than d. For s ~ 108 

cm/s and d ~ 100 A, this corresponds to 100 THz. 

Terahertz HFET multiplier. 
Nonlinear properties of the 2D electronic fluid lead not only to the rectification of the 

incoming electromagnetic radiation but also to the appearance of the signal at the second and 
higher harmonics of the incoming radiation with the resonance response at the fundamental 
plasma frequency. 8 As expected, the second harmonic has a larger magnitude than higher 
harmonics. For the second harmonic, the voltage has a maximum approximately in the 
middle of the device channel. The amplitude of the second harmonic is roughly of the same 
order as the dc voltage developed in the resonance detector. 

Shallow Water Wave Instability.   HFET as a Terahertz Oscillator. 
In a FET with a dc current flowing in the channel, the plasma waves are carried along 

by the electron flow. As a consequence, the plasma wave velocity in the direction from the 
source to the drain is s+v whereas the velocity of the plasma wave propagation from the drain 
to the source is s-v. As was shown in 6, this velocity difference and the asymmetry in the 
source and drain boundary conditions lead to the instability of the steady electron flow with 
respect to plasma wave generation. At small drift velocities, the increment of the instability is 
on the order of v/L. The decrement is caused by the electron momentum relaxation and by the 
viscosity of the electronic fluid.   Hence, the instability occurs when v0 (and hence, the 
current) exceeds a certain threshold value, which we estimated to be on the order of 2xl06 

cm/s. The plasma oscillations result in a periodic variation of the channel charge and the 
mirror image charge in the gate contact, i. e. to the periodic variation of the dipole moment. 
This variation should lead to electromagnetic radiation. The device length is much smaller 
than the wavelength of the electromagnetic radiation, X., at the plasma wave frequency. (The 
transverse dimension, W, may be made comparable to X.) Hence, the Ballistic FET operates 
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as a point or linear source of electromagnetic radiation. Many such devices can be placed into 
a quasi-optical array for power combining. The maximum modulation frequency is still 
limited by the transit time. 

Electronic flute. 
Plasma waves are similar to shallow water waves or to sound waves, since they 

have a linear dispersion law. In turn, shallow water behavior is similar to the dynamics of a 
gas with pressure proportional to the square of the density. Thus, the nonlinear 
hydrodynamic equations for the 2D electron fluid are similar to (but not identical with) the 
equations for a real gas, such as air. However, the linearized equations describing small- 
amplitude plasma waves in a FET and sound waves in a gas are identical. Since the 
linearized equations determine the instability threshold for a steady flow (i. e. the wave 
generation threshold), the instability conditions for a real gas and for a 2D electron fluid 
should be similar provided that the Reynolds numbers, Re, and quality factors, Q, of 
resonance cavities are the same. As we showed in 9, these dimensionless parameters for a 
HEMT structure may be of the same order of magnitude as for a conventional wind musical 
instrument (Re ~ 50 and Q * 1 -100). 

Thus, a complete similarity between the plasma waves in a FET and sound waves led 
us to believe in the possibility of realizing an electronic flute based on the excitation of plasma 
waves by a direct current in gated modulation doped structures. This electronic flute should 
operate in the terahertz range of frequencies and emit far infrared radiation. 
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(Invited talk) 

Operation and noise performance of a new hot-electron multiquantum well (MQW) 
microwave detector are reported [1]. The device shows responsivity and noise equivalent 
power analogous to commercial devices in the X and K bands. Its different principle of 
operation, however, yields the possibility to extend operation up to the millimeter and 
submillimeter bands making it an attractive alternative to available low-temperature detectors. 

The structure was grown by 
molecular beam epitaxy (MBE) on an 
undoped GaAs substrate and consists of 20 
periods of 4.5-nm thick GaAs QWs (doped n 
= 1017 cm'3) and 30 nm undoped Alo.3Gao.7As 
barriers. The MQW is sandwiched between 
two n = 1018 cm"3 GaAs layers to which 

3x10  1 /     1 contacts   were   provided.   Devices   were 
fabricated by standard photolitographic 
techniques into circular 120-u.m-diameter 
mesas. The structure nominal parameters 
were verified by direct measurement of the 
conduction band discontinuity via current- 
voltage (I-V) characterization. Samples were 
mounted on quartz plates and inserted 
through a circular hole into a waveguide. By 
rotating the sample this set-up allowed us to 
change the angle of incidence of the 
propagating TE10 mode. Microwaves of 
frequency v = 10 GHz were generated by a 
Varian VA-58 Klystron Reflex. With the 
insertion of a calibrated attenuator, incident 
radiation intensity could be tuned from 0 to 
350 mW/cm2. I-V characteristics of the 
sample  were  recorded  with   a  HP4142B 

Fig.   1   Current-voltage characteristics  at  room parameter analyzer. 
temperature with and without microwave irradiation 

2x10 J 

1x10 

(incident power P; = 4 x 10"5 W, 6 = 0°). Calculations give in the QWs a single 
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0.25 

confined subband whose bottom is located at * 86 meV above the classical bottom of the QW. 
An Arrhenius plot of the experimental dark current divided by the temperature- and voltage- 
dependent factor vs l/kBT, showed that electrons are confined by a potential barrier » 180 ± 
20 meV, in agreement with the nominal value. 

Figure 1 shows the current as 
a function of the applied static bias in 
the dark and in the presence of 
microwave radiation (v = 10 GHz, 
incident power P; = 4 x 10"5 W) at 
room-temperature, for the case of in- 
plane microwave electric field (9 = 
0°). In the bias range displayed, up to 
10% current increase with microwave 
irradiation can be observed. 
Competing effects such as 
rectification of the microwave field 
and spurious lattice heating will be 
shown not to influence the measured 
I-V. The incident angle dependence of 
the photocurrent (AI) will also be 
discussed (see Fig. 2). 

At Vbus= 0.8 V by considering 
AI and the device differential 
resistance (« 300 Q) the value of the 
responsivity (Rv) of the detector was 
determined. We obtained Rv * 2.5 x 
103 VAV, a value comparable to that 
of conventional detectors in. this 
frequency range. 

-100     -50        0        50       100 
0 (Deg) 

Fig. 2. Angular dependence of the photocurrent with 
Vbia^O.3 V and Pi = 4 x 10"5 W. 6 is the angle between 
the electric field and the layer planes. The data were fitted 
with the curve A+B cos2(9). 

The measured current 
variation will be used to estimate the 
electron temperature (Tc) variation 
yielding ATC « 4 K. The experimental 
value will be shown not to be 

accurately accounted for by a standard energy-balance-equation calculation. The discrepancy 
will be linked to high-field effects (in the range of interest ~ 10 kV/cm). These produce carrier 
impact ionization off the QWs leading to a positive feedback on the photocurrent as shown in 
[2]- 

Device operation will be reported also in the K band. Additionally it will be shown that 
device operation is limited by momentum relaxation rates. The detector is therefore expected 
to extend its operation up to -10 THz. Particularly in the THz range this makes the present 
detector an attractive alternative to liquid-helium operated InSb detectors [3]. 
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Another important parameter characterizing the operation of the detector will be 
presented. Noise equivalent power will be measured in the 10 Hz - 30 kHz range at room 
temperature (see Fig 3). The value measured is comparable to that of commercially available 
Schottky barrier devices. Owing to the different temperature of operation it is larger than that 
of liquid-helium operated InSb detectors. 

For what concerns the speed of the device, as discussed in the context of MQW far- 
infrared detectors by Bethea [4], electron transport across the MQW produces a delay of 
several tens of ps indicating an interesting potential for the speed performance of the present 
device. 

The overall performance of the new detector as compared to available devices will be 
discussed. 

Frequency (Hz) 

Fig. 3. Noise equivalent power for v = 10 GHz microwave radiation (Rv = 2.5 x 
10 V/W) and modulation frequencies in the range 10 Hz - 30 kHz. 
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Micromachined Room-Temperature Microbolometers for Millimeter- 
Wave Detection 

Arifur Rahman, Gert de Lange, and Qing Hu 
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Over the past few years, micromachining technology has become an active area 
of research for fabricating very sensitive sensors and transducers [1]. Micromachining 
technology can also be used for building very sensitive, low-cost and compact integrated 
millimeter-wave detectors and focal-plane arrays [2]. For an antenna-coupled micro- 
bolometer on a thin SiN membrane (Fig. 1.) with its dimensions and the geometry opti- 
mized so that most of the thermal conduction is through the antenna leads, the lower limit 
of the Noise Equivalent Power (NEP) is set by its phonon noise. It is given by, 

NEP=(4kG)I/2T, where k=1.38 x 10"23 J/K is the Boltzmann constant, T=300K is the 
operating temperature, and G is the thermal conductance of the antenna leads. For typical 
metallic antenna leads with a resistance of 3D., we obtain a thermal conductance of 

2.44 x 10"6 W/K. So the NEP is 3.5 x 10"
12

W/VHZ. This is more than two orders of 
magnitude lower than the commercially available pyroelectric detectors. Recently, it is 
shown that 1/f noise of niobium films is approximately a factor of 7 below the best 
reported 1/f noise of bismuth films [3]. So a Nb microbolometer, integrated with a micro- 
machined horn antenna, has a great potential in millimeter-wave detectors and imaging 
systems for both military and commercial applications. 

We have fabricated a room-temperature micromachined microbolometer using a 
niobium film as the radiation absorber and temperature sensing element. The microma- 
chined section of the device (shown in Fig. 1.) consists of a .37 X, gold dipole antenna sus- 
pended on a thin (1 u.m ) Si3N4 membrane inside a pyramidal cavity. This pyramidal 
cavity is bounded by the <111> planes etched into <100> silicon. Normal active area of 
the bolometer is 2u,m x 3.2|im, and its thickness can be varied from lOnm to 20nm for 
good impedance matching with the antenna. During the fabrication process, the original 
niobium film has transformed into a semiconductor type (possibly a composite of Nb205 

1   dR and Nb) of material with a negative temperature coefficient of resistivity (a = - • -— ) 
R   uT 

-0.01 K"1 at 300K. Its 1/f noise level is an order of magnitude higher than the 1/f noise 
level of a pure Nb film. Systematic characterization of the material indicates that it is not 
a pure semiconductor film, and the conduction process is probably due to thermally acti- 
vated hopping, as indicated by the approximate   R = R0exp(To/T)1/2 relation shown in 

Fig.2. in the high temperature region 0.055 K"1/2<T1/2<0.1 K"1/2, which corresponds to 
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100K<T<330K. At a temperature lower than 100K, the conduction is probably dominated 
by tunneling, and therefore resistance of the device shows weak temperature dependence. 
Moreover, the relatively low roll off frequency (Fig. 3.) of the device response rules out 
that the detected signal is due to rectification of possible Schottky barriers formed between 
the gold contacts and the film. So, the detection scheme is purely bolometric. 

A typical I-V curve and its first derivative (dV/dl) vs. bias voltage is shown in 
Fig. 4. We have calculated the electrical responsivity SE (Fig. 5.) of the device from the 
I-V curve by using the Jones' expression [4,5], 

SE=(Z-R)/2IR 

where Z = dV/dl and R = V/I. Jones' expression is generally a useful, but less accurate 
technique to estimate the response of a bolometer to changes in the electrical power dissi- 
pation because it does not take into account any type of nonthermal nonlinearity. An 
important figure of merit of any detector is its NEP. To determine the NEP, we have mea- 
sured the noise voltage ( VA/HZ) across the device by biasing it with a current source. The 
noise voltage    is first amplified by a low-noise BJT pre-amplifier (gain =  100, 

en =  1.1 x 10"
9
V/VHZ  ,   in=3xlO"12A/Vflz) and then by a PAR 113 amplifier 

(gain = 10, en= 6.5 x 10~ V/JÜz.) The NEP is calculated from dividing the noise volt- 
age by the voltage responsivity of the bolometer. Using this device, we have achieved an 

electric NEP of 8 x 10" W/VHZ at 5 kHz with an optimum bias current of 3.6 mA. At 
this bias current, electrical responsivity of the device is maximum, but with a lower bias 
current we can improve the NEP sacrificing the electrical responsivity. The NEP of the 
microbolometer at various bias currents is shown in Fig. 6. Unlike a Nb microbolometer, 
where the lower limit of the NEP is set by either phonon noise or Johnson noise [3], the 
NEP of our device is limited by the 1/f noise. This may be attributed to the poor quality of 
the thin film. Further improvement of NEP is being pursued by optimizing the geometry 
of the SiN supporting membrane and improving the quality of the Nb films to reduce the 
1/f noise level. 
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coln Laboratory for their technical assistance during the fabrication of the microbolome- 
ter. We would also like to thank R.Ralston at MIT Lincoln Laboratory for access to the 
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Fig. 1. Schematic of the microbolometer and the micromachined 
horn section. 
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Fig. 3. Calculated and measured voltage responsivities 
of a lOnm thick microbolometer.Theoretical values were 
calculated by assuming a 2-D point source radiating heat 
in the membrane along the radial direction. 
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Abstract: InGaAs/InP PIN diodes were fabricated on epitaxial layers grown by MOCVD. DC and 
microwave characterization of the PIN diodes demonstrated low tum-on voltage (0.46 V), low 
insertion loss (< 1.2 dB up to 38 GHz), and high switching cutoff frequency (17 THz), as necessary for 
microwave and millimeter-wave switching and limiting applications. 

L INTRODUCTION: 

PIN diodes are key elements for microwave switching and optical signal detection. Most results 
reported today refer to microwave PIN switches fabricated on GaAs[l,2] and optical PIN detectors[3] using 
InP-based materials. The use of InP-based PINs for microwave applications has drawn less attention, but 
offers unique and very attractive features, namely low insertion loss, due to the high mobility of InGaAs 
layers, reduced ohmic contact resistance on such materials, and low turn-on voltage, as necessary for 
limiting applications of low-power InP-based electronics. Moreover, InP- based PIN diodes can be used for 
switching functions and are compatible with InP HBT and HEMT millimeter wave technology. This paper 
addresses these features by evaluating the discrete characteristics of InP-based PIN diodes and examining 
their use as microwave switches. 

U. EXPERIMENTAL RESULTS AND DISCUSSION: 

The diodes were fabricated on PIN layers grown by our-in-house MOCVD facility. Starting from the 
substrate a 1 pm thick n+-InGaAs layer (2xl019 cm"3) was grown followed by 1 pm of NID-InGaAs 
(- lxlO15 cm-3) and 0.15 pm of p+-InGaAs (2xl019 cm"3). TMIn, TMGa and 100% AsH3 were used for 
growth, n- and p-doping were introduced using DEZn and Si2H6. All layers were grown at 60 torr and 
susceptor was rotated at 100 rpm, which leads to good thickness and compositional uniformity of InGaAs. 
n- and NID InGaAs were grown at 570°C while p-InGaAs was grown at rather lower temperature (530°C) to 
enhance ma-rimum Zn incorporation and to reduce Zn diffusion into the underlaying NID layer. The diodes 
were defined by 5 and 8 pm circles on the/?-layer and wet etching was used to form the mesas. Air bridge 
technology was used to contact the top p-layet. An SEM photograph of a typical PIN diode is shown in 
Fig. 1. In addition to discrete diodes, a single pole single throw (SPST) switch was fabricated and studied. 

Figure 1. Scanning electron micrograph of fabricated InGaAs/InP PIN diode 
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TTie impact of i-layer thickness on OEF-state capacitance (Cd) was studied theoretically and 
experimentally. The 8 um diameter diodes with 0.3 urn thick /-layer resulted in Cd values of 30 fF. By 
increasing the i-layer thickness up to 1 jam and reducing the diode diameter to 5 Jim, Cd was reduced to 2 fF. 
The latter design was chosen for switching studies since it offers small displacement current, thus 
minimizing the losses, as well as, higher operating capability due to its smaller RC time constant Further 
increase in the thickness of the /-layer was found to be unnecessary due to the diode parasitics becoming of 
the same order as the /-layer capacitance. 

DC characterization of the PIN diodes (see Fig. 2) revealed a turn-on voltage of 0.46 V at 1=10 uA. 
This value is smaller than that obtained using GaAs PINs where the threshold voltage is typically 0.7 to 
0.8 V. The reverse characteristics of the diodes showed a breakdown voltage of 23.5 V at 10 uA current. 
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Figure 2.1-V characteristic of InGaAs/InP PIN diode 

The diodes were characterized at high frequency by on-wafer probing. Equivalent circuits were 
extracted for the ON- and OFF-states and are shown in Fig. 3. Ls, Rj, Cp represent here the diode parasitics, 
while Rj and Cd represent /-layer characteristics. By changing the 5 um diode state from ON (1=30 mA) to 
OFF (V=-10 V) the /-layer characteristics were found to vary from capacitive (Cd=2 fF) to resistive 
(Rd=4 Q). The access resistance Rj, was 0.5 Q and the air bridge inductance was 21 pH in both states. The 
parasitic capacitance of the diode was estimated to be 4 fF. 

L8 = 21pH 

Cp = 4fF 

ON-state 

uvW VW—' 
Rs = 0.5Q      Rd=4Q 

—S 

Ls = 21pH 

Cp=4fF 

OFF-state 

■~^W"" 

-e 

RS = 0.5Q      Cd=2fF 
Figure 3. Equivalent circuit of 5 um InGaAs/InP PIN diode in ON- and OFF-states. 

Based on the above equivalent circuit one can estimate useful parameters of the InP-based PIN diodes 
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indicating their high frequency potential. The switching cutoff frequency of the PINs was estimated from 

l 
/„ = 2n-Cd-(Rs+Rd) 

where (RJ+RJ) is series resistance in the low impedance state and Cd is capacitance in the high impedance 
state, /CJ was found to be of the order of 17 THz for the 5 |xm diameter diode. Considering that PIN diodes 
are used at 1/100 to 1/50 of their switching cutoff frequency one can estimate that the InGaAs/InP PIN 
diodes of this work can be used up to 170-340 GHz range. This indicates millimeter-wave capability and 
improved high frequency operation compared with estimated values 3.6 and 1.6 THz for high performance 
20 and 9 \un. diameter GaAs PINs respectively[l,2]. 

The quality factor of the PIN diodes is given by 

_ \
Z

O^~
Z

OFF\ 

and is related to its impedance ZQ^ =(RJ + j Xj) and ZQFF
=

(^2 
+ J ^-2> m ^e ON and OFF states 

respectively. Evaluating the quality factor of the InP based PIN diodes at 35 GHz one find a value of 1500 
which again suggests the high superiority of the InGaAs/InP approach compared with other material systems 
and designs. 

Since PIN diodes are used for switching and limiting applications, it is highly important to evaluate 
their large-signal characteristics. The large-signal microwave input impedance of the diodes was measured 
at different power levels in order to evaluate their power handling capabilities. An on-wafer testing system 
with electro-mechanical tuners was used for this purpose. The diode impedance was found as the complex 
conjugate of the 'pull' tuner impedance resulting in minimum power reflected from the diode. In this 
fashion, the large-signal impedances at 10 GHz were determined for different power levels and are shown in 
Fig. 4. PIN diodes switched into ON-state demonstrated no significant variations up to 17 dBm input power 
delivered to the device. On the other hand, the large signal impedance of the 'Zero-bias' OFF-state changed 
from a capacitive to the self-biased inductive ON-state when the input power was increased. 

0.2/ 

4i nf 

-0.2\ \ ,' /   . i        , "7-5.0 

Figure 4. Large-signal characterization of InGaAs/InP PIN diode 

An SPST switch was finally realized by implementing the above described diode in a 50 Ohm coplanar 
waveguide which was integrated on the same SI InP substrate. The diodes were switched from ON- to OFF- 
state and their isolation and insertion loss characteristics were measured and shown in Fig. 5. When the 
switch is turned on, the insertion loss was less than 12 dB and the return loss was better than 16 dB for 
frequencies up to 38 GHz. When the switch was turned off the return loss was less than 0.6 dB and the 
isolation was larger than 17 dB up to 37 GHz. 
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Figure 5. Performance of InGaAs/InP PIN SPST switch- 
insertion loss and return loss in ON-state; reflection loss and isolation in OFF-state 

m. CONCLUSIONS: 

In conclusion we have grown and fabricated 5 \im diameter InGaAs PIN diodes with low turn-on voltage of 
0.46 V, high breakdown voltage of 23.5 V, and low insertion loss of 1.2 dB as demonstrated by SPST switch 
performance evaluation up to 38 GHz. A high switching cutoff frequency of 17 THz and a high quality factor of 1500 
at 35 GHz were evaluated for these devices. These excellent high frequency characteristics, compared with GaAs 
devices, are due to the high electron mobility and low ohmic contact resistance of the MOCVD grown InGaAs 
epitaxial layers. 
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1. Introduction Point contact or Schottky diodes are basically used to detect the envelope of 
microwave pulse. The main disadvantages of these devices Me in the following: (i) they can handle 
only a small amount of power (no more than 1 W) and (ii) they produce sufficiently small output 
signal. Therefore to measure high power microwave pulses with the help of the diodes direct couplers 
or attenuators with high level of attenuation has to be used. On the one hand, high attenuation results 
in the decrease of the measurement accuracy. On the other hand, a small signal is detected by the 
diode, and some complications could arise to measure this DC pulse in the presence of the hard stray 
pick up and the electromagnetic field interference which are usual at a high pulse power microwave 
generators. Therefore the problem of great importance is to develop the sensors that are able directly 
detect high power short microwave pulses and produce high output signal.. 

In this report the resistive sensor being one of the most perspective devices for microwave 
pulse measurement in the high and intermediate power range is presented. The transfer function and 
the possibility of independent calibration of the resistive sensor are considered. A few types of the 
resistive power heads for high power measurement in the waveguide are presented. Using the resistive 
power head together with a horn antenna microwave pulse power density measurement in a free space 
has been performed. 
2. The performance of the resistive sensor. When a semiconductor is subjected to a strong electric 
field, electrons gain some additional energy and a new steady state occurs with mean electron energy 
greater than equilibrium one. As a rule, heated electrons are more frequently scattered by lattice 
imperfections, therefore the specific resistance of the semiconductor increases [1]. This effect is put on 

a basis for the resistive sensor performance. The 
general sketch of the resistive sensor mounted in the 
waveguide is shown in Fig. 1. It is seen that the 
sensor is a bar shaped piece of semiconductor with 
Ohmic contacts in the ends which is also connected 
into DC circuit together with current source. The 
electric field of the electromagnetic wave heats 
electrons in the semiconductor bar, its resistance 
changes, and DC pulse appears. The amplitude of 
that pulse can be expressed as follows: 

Us = <p(E) U, (1) 

where [/is the DC voltage fall on the sensor, £ is an 
amplitude of the microwave electric field strength 
averaged within the sensor and (p is relative sensor's 
resistance change in microwave electric field due to 
electron heating effect. In the limit of a low electric 
field (this interval of electric field strength is called 
warm electron region) relative resistance change is 
given by the first term of the expansion in power 

Figure 1. Resistive sensor in the rectangular 
waveguide 

series of the electric field strength 

<p(E)=D-ßE
2 (2) 
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where ß is a coefficient describing current voltage characteristic deviation from Ohm's law. This 
coefficient is called warm electron coefficient and its value is of the order of 10"n m2/V2 for n-Si at a 
room temperature. Warm electron region extends up to electric field strength 10s V/m. Our 
investigation revealed that at higher electric field strength relative resistance change can be described 
by the following empirical expression 

9(E)ji+6kße-i: (3) 

2 kn 

where kn is an additional dimensionless coefficient has to be determined from experimental data. 
It is easily seen that in the limit E —» 0 (2) and (3) expressions coincide with each other. 

Current voltage characteristic investigations performed for n-Si at a intermediate electric field strength 
revealed that (3) expression fairly well describes experimentally determined values of <p up to the 
electric field strength when relative resistance change is of the order 60-70%. It was found that at a 
room temperature kn slightly depends on specific resistance of n-Si and its value lies in the interval 
3-4. 

To determine microwave pulse power P in the transmission line one has to express average 
electric field in the sensor as a function of P. In the case of bar shaped semiconductor in the 
rectangular waveguide it can be done in the common way: 

E=X[ nr^/n, TV». « -Jabjl-(fe/f)2 

where fc is a cutoff frequency, a and b are dimensions of the waveguide, jua and Sa are 
permeability and permititivity of gas inside the waveguide and parameter % = EI Eem (Eem is an 
electric field strength in an empty waveguide) accounts for perturbation of the transmission line by the 
semiconductor bar. From (l)-(4) it is seen that in a warm electron region output signal of the resistive 
sensor is proportional to P, while at a higher power levels nonlinear dependence of the output signal 
on P is characteristic to the resistive sensor. 
3. Calibration. Bar shaped resistive sensor can be independently calibrated in the warm electron 
region making use of the resistive sensor as a thermistor bolometer. To determine electric field 
strength in the sensor the method of power replacement is used. 

If a sequence of microwave pulses with pulse duration r and period T is applied to the 
sensor, its resistance change can be observed due to average heating up of the sensor. Naturally, that 
resistance change depends on the microwave electric field strength and on the ratio x/T. The same 
resistance change can be achieved applying to the sensor DC electric field E0 . If x, T» xh, where xh 

is characteristic time of the energy exchange between the resistive sensor and environment, the 
following relation binding microwave and DC electric fields based on the energy balance equation can 
be written down [2] 

E = E0JJx7f. (5) 
Combining (4) and (5) microwave power in the transmission line can be expressed as follows 

r_UlaJWTjl-(fe/f? (6) 

2%2b^Masa 

where U0 is the DC voltage applied to the sensor. Choosing dimensions and specific resistance of the 
sensor the value of % can be got close to unity [3]. Thus, as follows from (6), microwave power in the 
transmission line can be determined by measuring DC voltage and relative microwave pulse duration. 
Since coefficients k„ and ß can be measured independently, power head calibrated in a warm electron 
region can be used at higher power levels as well. 
4. Resistive power heads For the intermediate microwave pulse power measurement the resistive 
sensor which length is equal to the narrow wall of the waveguide is used. By choosing specific 
resistance and dimensions of semiconductor bar the sensor's frequency response is optimized [3]. The 
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linear part of the output signal dependence on microwave power is employed, so intermediate power 
level up to 100 W and pulses with duration from 1 to 300 fjs are measured.. Using meander 
modulated microwave signal the method of sensor calibration described above was realized in X-band. 
Calibrated head was compared with former Soviet Union microwave pulse standard being held in 
Moscow Institute of Metrology (VNHFTRI). It is found that the deviation of our power head reading 
from standard pulse power meter is less than 4%. 

A few calibrated power heads of this type were permanently compared with the standard since 
1982. The last comparison was made in 1994. During this long-term experiment we did not observe 
any aging of the parameters of the resistive sensors. The relative deviation from the standard pulse 
power meter was found in the range of ±4 %. 

Wishing to improve sensor's thermal characteristics and broaden its application for high 
microwave pulsed power measurement the diaphragm type resistive sensor has been developed. The 
sensor's height corresponds roughly a 110 and it is placed between the broad wall of the waveguide 
and the metal diaphragm which is located in the waveguide's H-plane. Dimensions of the sensor and 
the diaphragm as well as the specific resistance of n-Si are chosen making an optimization of the 
frequency response of the sensor, decreasing electric field perturbation in the transmission line and 
improving thermal characteristics of the sensor. 

Two modifications of the diaphragm type power heads were designed. SF series is devoted to 
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Figure 2. Output signal dependencies on microwave pulsed power for the heads of SF series.. 

detect short microwave pulses, the duration of which lies in the interval from 5 to 100 ns. The 
response time of that heads is of the order of 1 ns. Low specific resistance of n-Si is used for the 
resistive sensor's manufacturing, so the resistance of it is of the order of 20 Cl. To avoid lattice 
heating pulse DC supply is used. As it is seen from Fig. 2, the output signal of the order of a few tens 
of volts on 50 Q. matched load is obtained without any amplification for the power heads of SF series. 

The resistive sensor made from higher specific resistance of n-Si is used in the heads of IA 
series, so they are employed to detect high power microwave pulses the duration of which lies in the 
range of 0.5-300 \is. Double shielded and located close to resistive sensor DC pulse preamplifier is 
employed. An additional temperature sensor and electronic circuitry are used to compensate the 
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Figure 3. Output signal dependencies on microwave pulse power for the heads of IA series. The 
heads are calibrated up to 3, 5, 60 and 100 kW in Ku, X, C and S band, respectively. 

temperature dependence of the output signal. The maximum output signal at the preamplifier output 
was 10 V. Microwave pulse power measurement accuracy of IA heads is ±12% in the waveguide's 
frequency band and in the temperature range -20 +50 C. It can be done even lower for a fixed 
frequency (usually high level microwave sources generates at a fixed frequency or in a narrow 
frequency band). Power heads of IA series for various waveguide's dimensions were designed. Output 
characteristics of the heads for S, C, X and Ku bands are presented in Fig. 3. 

Both types of heads were tested in free space. The power head proceeded by a horn antenna 
and followed by a matched load comprise a unit for microwave pulse power density determination in 
free space. Switching off the DC supply of the sensor we examined the magnitude of the parasitic 
signal induced in the head by the external electromagnetic field. It was obtained that our heads can 
measure pulse power density up to a few MW/m2, while the parasitic signal was less than 1% of the 
direct signal. 
5. Conclusion The following advantages of the resistive sensor in comparison with Schottky or point 
contact diode have to be mentioned: (i) possibility to measure high microwave pulse power directly in 
the transmission line without using direct coupler or attenuator, (ii) high value of output signal from 
the sensor is available (up to a few tens of volts), (iii) high reliability and overload resistance is 
characteristic to the resistive sensor, (iv) switching off DC supply of the resistive sensor the parasitic 
signal induced in the measurement circuit by the external electromagnetic field can be determined. 
These features made resistive sensor irreplaceable for high level microwave pulse measurement at a 
hard external conditions. 
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RESISTIVE MIXERS BASED ON THE 
HETEROSTRUCTURE FIELD EFFECT TRANSISTOR 

Herbert Zirath, Chalmers University of Technology 
Department of Microwave Technology 

S-412 96 Göteborg SWEDEN 

Abstract 

This paper describes recent work on frequency mixers based on resistive mixing by modulating 
the charge density in the channel of a heterostructure field effect transistor (HFET). The HFET is 
acting as a variable resistance, controlled by the gate voltage. A local oscillator signal (LO) is 
applied to the gate which causes the channel resistance to vary periodically with the LO. By 
applying a signal (RF) between the source and the drain, different mixing products will appear 
across the drain and source. Normally the difference frequency fLO-fsigCthe intermediate 
frequency, fif) is of interest and extracted from the drain through a filter. HFETs based on both 
GaAs and InP have been studied and the mixing properties of both types were investigated. Also 
different types of subharmonically pumped HFET resistive mixers have been investigated and 
will be presented. The most important advantages of HFET resistive mixers are i.) electrical 
stability due to the passive operation of the device, ii.) the LO-port and the RF port are separated 
, iii.) the mixer consumes no DC-power, iv.) monolithic integration with other circuits like 
amplifiers etc is easy, v.) the intermodulation properties are usually better compared to the diode 
mixer, vi.) relatively low LO-power is required. As an example, a monolithically integrated 
mixer working at 100-120 GHz is described in Fig.l. The LO is applied to the left probe pad , the 
RF-signal to die right, and the IF-signal through the bottom probe pad. The transistor is located 
in the middle of the circuit. The device is a single delta doped AlInAs-GalnAs HFET lattice 
matched to InP. 
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The measured and modeled conversion loss versus the local oscillator power is also shown in the 
figure. At 112 GHz we measure a conversion loss of better than 9 dB with a local oscillator 
power of 5 dBm. At 50 GHz, a conversion loss below 6 dB was measured on a hybrid version of 
a similar mixer. 
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Abstract—A micromechanical tuning element 
which can be fabricated as an integral part of a 
planar transmission line, has been developed and 
demonstrated in a fully monolithic 620 GHz inte- 
grated circuit. The design of this integrated de- 
vice, called a sliding planar backshort (SPB), is 
based on a discrete SPB, previously demonstrated 
at 100 GHz. Its fabrication involves a unique appli- 
cation of sacrificial-layer and molding techniques, 
to materials and processes which are compatible 
with the fabrication of a wide range of MMIC's. 

I. INTRODUCTION 

At millimeter and submillimeter wavelengths, the per- 
formance of common semiconducting and superconducting 
devices is severely degraded by the effects of parasitic reac- 
tances inherent in their geometries [1,2]. These effects are 
not easily characterized, and adjustable impedance match- 
ing circuits are typically needed to make practical use of 
such devices. A common approach is to embed the de- 
vice in a waveguide circuit and employ mechanically ad- 
justable waveguide backshorts as tuning elements which 
serve to optimize the device performance by compensating 
for the parasitic reactance [3]. The critical dimensions for 
these circuits are very small, decreasing in size as the fre- 
quency of interest increases. This makes fabrication of such 
waveguide circuits exceedingly costly and difficult, and has 
motivated interest in alternative planar approaches. 

Monolithic integrated circuit technology promises a 
practical means for realizing reliable and reproducible pla- 
nar millimeter and submillimeter wave circuits. Planar cir- 
cuits are fabricated through photolithographic techniques, 
which allow for the cost-effective production of intricate 
designs not possible with waveguide technology. These 
circuits, however, must also provide compensation for par- 
asitic device reactances. Conventional planar technology 
allows for only fixed tuning elements, providing no means 
for post-fabrication optimization of performance [4]. This 
makes characterization of the component elements critical, 
and it is not usually possible to achieve satisfactory results 
without multiple iterations. 

An adjustable planar tuning element, which functions 
in a planar circuit analogously to a backshort in a waveg- 
uide circuit, has been developed, along with a process for 
its fabrication as an integral part of a submillimeter wave 

monolithic circuit. It is called a sliding planar backshort 
(SPB). It can be used in developmental circuits as an aid 
for device characterization, or as a means to optimize in- 
use performance for a variety of submillimeter wave inte- 
grated circuits. 

II. THE SLIDING PLANAR BACKSHORT 

The SPB consists of a rectangular metal plate, with ap- 
propriately sized and spaced holes, which rests on top of 
a dielectric-coated planar transmission line, as shown in 
Fig. 1. The impedance of the sections of line covered by 
metal is greatly reduced, while the uncovered sections re- 
tain their higher impedance. Each of these sections is ap- 
proximately one quarter-wavelength long, and the cascade 
of alternating low- and high-impedance sections results in 
an extremely low-impedance termination. This termina- 
tion can be moved to vary the electrical length of a planar 
transmission line tuning stub, by simply sliding the metal 
plate along the length of the line. The semiempirical design 
of the SPB was carried out on a 2 GHz scale model [5], and 
the SPB has been successfully demonstrated as a discrete 
component at frequencies up to 100 GHz [6]. 

Metal 
Plate 

Coplanar 
Transmission Line 

Dielectric 
Coating 

Substrate 

Fig. 1. Conceptual illustration of the SPB. A patterned metal plate 
slides over a dielectric-coated planar transmission line to vary the 
electrical length. 
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A quasi-optical, 620 GHz, direct-detection integrated 
circuit was developed to demonstrate the operation of 
an integrated SPB. This circuit used a dielectric-filled 
parabola to focus radiation onto a slot antenna, and cou- 
pled this radiation to a bismuth detector [7] by means of 
two coplanar waveguide (CPW) transmission lines, each 
with integrated SPB's. One SPB creates a variable re- 
actance in series between the antenna and the detector, 
potentially serving to compensate for any unwanted reac- 
tance when the slot is not resonant. The other SPB creates 
a variable susceptance in parallel with the detector, and 
could be used to compensate for the parasitic capacitance 
found in some otherwise desirable submillimeter wave de- 
vices. The circuit is illustrated in Fig. 2. 

The critical dimensions for the 620 GHz SPB, CPW 
lines, and dielectric-coating were scaled from an optimized 
2 GHz model. The three conducting sections of the SPB 
each covered approximately 80 //m of the CPW line, with a 
65 (im space after the first section and a 75 /mi space after 
the second. An additional space and conducting section 
was added to the micromechanical SPB to better facilitate 
its manipulation with a mechanical probe. The CPW line 
consisted of a 16 //m wide center-conductor with 8 pm gaps 
on either side. The appropriate thickness of the dielectric- 
coating was determined to be slightly less than 1000 Ä for 
silicon-dioxide at 620 GHz. 

The photolithographic fabrication of microelectrome- 
chanical systems (MEMS) with submillimeter dimensions 
has been demonstrated, and is now a growing field with 
great potential [8]. Much of this work involves the fabri- 
cation of movable captivated structures by the surface mi- 
cromachining of silicon. In this process a photopatterned 
polysilicon structure is deposited on a silicon substrate 
between two sacrificial oxide layers. A second photopat- 
terned polysilicon structure is then deposited, overlapping 
the oxide-coated structure and anchoring to the substrate. 
The sacrificial oxide layers are then etched away, releas- 
ing the first polysilicon structure to move within the con- 
straints of the second. A more recent MEMS fabrication 

technique, known as LIGA (a German acronym meaning 
litography, plating and molding), allows for the fabrica- 
tion of microstructures with larger vertical aspect ratios 
(over 100 to 1), and the use of materials other than sil- 
icon. This technique is used for the batch production of 
three-dimensional structures within a microfabricated cast 
or mold. 

The dimensions for a 620 GHz SPB are comparable to 
that of common MEMS. However, neither of the techniques 
previously described can be used by itself as a practical 
means of fabricating a suitable SPB; some of the materials 
and processes involved are inappropriate for, or incompat- 
ible with, those often needed in a submillimeter wave cir- 
cuit. Fortunately, key features from both techniques can 
be suitably combined in a process which allows for the fab- 
rication of SPB's in a variety of submillimeter wave circuit 
applications. 

III. THE FABRICATION PROCESS 

The procedure used for fabricating the micromechanical 
SPB's in the 620 GHz integrated circuit is illustrated in 
Fig. 3. The circuit was fabricated on a fused-quartz wafer, 
and the first two thin-film circuit layers, 1000 Ä of gold 
and 1000 Ä of silicon-dioxide, formed the dielectric-coated 
transmission line. 

A photoresist lift-off stencil was applied, and photopat- 

Layer 3 i 
vaporated Cr-Cu (-100 nm) 
Dielectric Coated CPW 

JH]-^— Photoresist Plating 
Z3        Mold (~8 urn) 

Layer 4 s;JW»g^pM  piated Au (-5 um) 

,   f^^^^^^ Plating Mold Stripped 

^•Antenna j^t^tor- 

Series Tuner- Ä^ Shunt Tuner 

Fig. 2. The 620 GHz integrated circuit. Two micromechanical SPB's 
on dielectric-coated transmission lines form the adjustable impedance 
matching circuit. 

Layer 5 
|C*ä*äsS8SKiSSäa5S£KS| !? 

Layer 6 
ä I ??^^^irarap?i^^5^5«?«?-B 

Plated Cu (-1 um) 

Polyimide (10 urn) 

Sacrificial Cu Etched 
to Release SPB 

Fig. 3. Simplified illustration of the SPB fabrication process. Sacri- 
ficial layers are used to form an SPB which is constrained by guide- 
structures. 
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terned to define a sacrificial-seed layer. This pattern con- 
sisted of a rectangular strip over the coplanar lines, as wide 
as the SPB (200 pm) and extending to the edge of the sub- 
strate to allow for electrode connection. This third layer 
was formed by depositing a 1700 A layer of copper over a 
70 Ä chrome adhesion layer through electron-beam evap- 
oration, and then lifting the stencil and unwanted film in 
acetone. 

Next, an 8/im layer of photoresist was applied to the 
circuit, patterned to form a mold layer, and hard-baked. 
This layer defined the shape of each SPB, several sacrifi- 
cial pieces used to define the region into which each SPB 
would slide, and two 1mm2 patches. These patterns were 
all formed over the sacrificial-seed layer to allow for electro- 
plating, with the large square patches serving to increase 
the plating area and allow for the use of a maintainable 
plating current. The wafer was then dipped in gold elec- 
troplating solution where 5 /xm-thick patterned gold struc- 
tures were plated within the mold, forming the fourth cir- 
cuit layer. 

The mold layer was then striped in N-methyl 2-pyrroli- 
done, and a 1/zm sacrificial copper coating, Layer 5, was 
applied to the SPB's by connecting the circuit to an elec- 
trode and immersing it in copper electroplating solution. 
A 13 ^m layer of photosensitive polyimide-precursor was 
then spun onto the circuit, and patterned form two dig- 
itate strips, each overlapping one side the copper coated 
gold structures. The strips were then cured to form 9 pm- 
thick polyimide guide-structures. 

Finally, the copper plating and sacrificial-seed layers 
were removed in a wet etch, releasing the gold SPB struc- 
tures to slide along the substrate within the polyimide 
guide-structure. An SEM of the circuit is shown in Fig. 4. 

The illustration in Fig. 5 shows a close-up view of the 
guide structure with an SPB under it as fabricated (a), 
and as seen after sliding the SPB to another position (b). 

Fig. 5. Close-up SEM of one side of an SPB. The polyimide guide- 
structure is shown with (a) and without (b) the SPB beneath it. 

tpS^£,'-: 

Fig. 4. SEM of the integrated circuit with with two SPB's. Each 
SPB controls the electrical length of a CPW line on either side of a 
slot antenna. 
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IV. PERFORMANCE 

The integrated circuit was completed by depositing a 
small rectangular patch of bismuth through evaporation 
and lift-off, and mounting the finished wafer over a sub- 
strate lens [9] to allow for quasi-optical performance mea- 
surements. 

An theoretical model was derived for the 620 GHz in- 
tegrated circuit and used to predict its performance. 
Impedances for the antenna (24 Q) and CPW lines (78 Q) 
were calculated [10,11] along with expected ohmic, dielec- 
tric, and radiative losses [12]. The measured value for the 
DC resistance of the bismuth detector (18.5 fi) was used, 
and measurements made using a 2 GHz scale model indi- 
cated that \sn\ should be -0.06dB. 
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The performance of the integrated SPB's was demon- 
strated by using them to vary the power delivered from 
the slot antenna to the bismuth detector by altering the 
impedance match between them. The measurements were 
carried out at 620 GHz using a backward wave oscillator 
as a source, and the circuit response was successfully var- 
ied over a 15 dB range by manually positioning the SPB's 
with an ox-hair probe. The results for independent posi- 
tion sweeps for each SPB agreed very closely with theory. 
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A Tri-Layer Filter Structure for Individual Device Biasing of 
Subharmonically-Pumped Mixers Employing Antiparallel-Pair Diodes 

T. H. Lee, I. Mehdi, R. J. Dengler, A. Pease, and P. H. Siegel 
Jet Propulsion Laboratory, California Institute of Technology 

Abstract 

Antiparallel Schottky diodes, in both whisker contacted and integrated planar chip packages, 
have been utilized to produce millimeter-wave subharmonically-pumped (SHP) mixers for 
many years [1-5, e.g.]. SHP mixers have the advantage of operating with a local oscillator 
(LO) at one half of the signal frequency and have been shown to yield conversion loss and 
noise temperatures only slightly higher than conventional single-ended mixers [1,5]. 
However, the required LO power for these demonstrated SHP mixers is many times that of a 
single diode circuit. This is due to the difficulty involved in incorporating individual diode 
bias circuitry with the antiparallel pair and is the most limiting factor in scaling SHP mixers 
up to higher submillimeter-wave frequencies. In this paper the authors describe a very 
compact multiple layer bias circuit for an antiparallel-pair diode arrangement which can be 
implemented in microstrip. The concept was first proposed by the millimeter-wave 
development group at Rutherford Appleton Labs in the U.K., but, to our knowledge, has not 
yet been successfully implemented [6]. We report on the design and testing of a multiple layer 
transmission line bias structure which has been used with our Quartz Upside-down Integrated 
Device (QUID) process to produce a working SHP circuit which we have tested in a 
waveguide mixer block at 200 GHz. The addition of the bias circuit reduces the LO power by 
50% without significant increase in the mixer conversion loss or noise temperature. The 
design is currently being implemented at 640 GHz for a NASA space Earth remote sensing 
instrument - Microwave Limb Sounder. 

Extended Summary 

The idea of separately biasing each diode of an antiparallel pair to reduce the tum-on voltage 
and, hence, the required LO power is not new and has been used in both waveguide-based 
and MMIC-based circuitry [7,8]. However, past implementations have required extra ports 
for isolating the two devices and bringing in the second bias line. This makes the 
implementation especially difficult in high-frequency waveguide structures where additional 
circuit elements are often added at a tremendous price. A very compact bias circuit 
arrangement was recently demonstrated in an open structure quasi-optical SHP mixer system 
at 180 GHz [3]. This arrangement utilizes a gap-cap configuration on one side of the two 
diodes and requires that there be a split in the feed lines going to the devices on this side of 
the circuit. Such an arrangement is not practical in a waveguide SHP circuit where there is 
generally not enough space to implement the feed line gap. The design presented here utilizes 
the vertical space within the existing filter circuitry to implement a multi-layer transmission 
line structure which isolates the two diodes of the antiparallel pair. It requires no additional 
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space and has been incorporated into an existing mixer circuit design [4] and tested at 200 
GHz. 

The bias circuitry is formed at the same time as the diodes and IF and RF transmission line 
filters using the QUID process which integrates the planar diodes with the filters and then 
transfers everything from the GaAs host wafer to a low-loss quartz substrate [5]. The center 
portion of the drawing of the lower half split-block waveguide mount with the diode bias and 
microstrip circuitry is shown in Figure 1. 

The details of the biasing scheme near the anode region are shown in Figure 2. The filter on 
one side of the diode pair is duplicated and overlayed with its twin using a thin layer of nitride 
for DC isolation. During processing, each of the metallic filter layers is coupled to a different 
active device, thus electrically isolating the two diodes. The strong capacitive coupling 
between the filter layers preserves the AC performance. Details of the fabrication process 
follow. 

The stacked filters are formed from a metal/nitride/metal tri-layer. The metal layers are 
titanium/gold deposited by electron-beam evaporation and have a total thickness of 9000 A. 
The intermediate nitride layer is deposited by an electron cyclotron resonance (ECK) 
dielectric deposition system to a thickness of 8000 A. The nitride layer has to have low pin- 
hole density and good step coverage. The deposition was performed in a high-pressure (20 
mTorr) environment with the use of an etch-back process. The thickness of nitride determines 
the coupling capacitance required for proper filter performance. For our particular circuit, 
6000 A of nitride results in approximately 1 ohm impedance at the lowest mixer IF frequency 
of 1.5 GHz. However, it was necessary to use a slightly thicker nitride layer (8000 A) to 
improve the processing yield. 

A prototype circuit using optically-formed diodes with 2 urn diameter circular anodes was 
fabricated for insertion into our existing mixer block design. The measured DC parameters for 
the diode pair are given in Table 1. A higher turn-on voltage in the second diode, causing 
nonsymmetry in the I-V characteristics, can be compensated through different bias voltages at 
the two diodes. Due to the larger than average anode area and high series resistance, we did 
not expect to have extremely good mixer performance in the existing waveguide blocks. 
Indeed, the best mixer performance results, obtained at 195 GHz, yielded a double sideband 
(DSB) noise temperature of 2380 K with 16 mW of LO power required when no external bias 
was applied. With the application of separate bias in the two devices, we were able to 
decrease the required LO power to 8 mW with a subsequent increase in noise temperature to 
2730 K. Bias current in the two devices was 800 uA. The DSB conversion losses were 10.1 
and 10.9 dB, in the former and latter cases respectively. The IF output impedance at optimum 
RF performance was around 80 Q., regardless of the bias conditions. The results translate to 
0.7 dB degradation in noise performance with a 3 dB LO power reduction. Figure 3 shows 
the noise temperature and conversion loss at several LO frequencies, with the same device 
with no external bias, and with a bias condition which requires 3 dB less LO power. 

The measured mixer performance is not nearly as good as that obtained with other devices in 
the same blocks. We believe this is largely the result of the anode size which is not optimum 
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for this circuit at this frequency. However, these early results do demonstrate the feasibility of 
the multi-layer bias concept and encourage our ongoing efforts of making smaller diodes for 
higher operating frequencies using this configuration. 
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Figures and Tables 

Figure 1. The center portion of the lower half of the mixer split-block that houses biasable 
diodes and microstrip circuits. 
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Figure 2. A tri-layer IF filter and a single layer LO filter near the anode region. The vertical 
structure on the IF side provides a compact way of biasing individual diodes. 
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Figure 3. DSB noise temperature and conversion loss vs. LO frequency for the device with 
no external bias and for the same device biased to require only one-half of the LO power. 
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Parameters R(fl) T| I, (A) *h     (
V) 

Diode 1 1.23 1.2x10"' 0.735 

Diode 2 13 1.25 1.4xl0'13 0.730 

Table 1. Diode DC parameters measured from the separately biasable Schottky diode pair. 
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WAVEGUIDE AUGMENTED INTEGRATED CIRCUIT 

XJ. Lu, D.L. RHODES AND D.L. WOOLARD 

U.S. Army Research Laboratory, Physical Sciences Directorate, Fort Monmouth, NJ 07703-5601 

ABSTRACT 

Electronic technology with the capacity for operation at sub-millimeter and terahertz 

frequencies has a number of valuable applications including: (i) detection and analysis of 

gas species; (ii) space communications; (iii) short range guidance and surveillance; and (iv) 

wireless computer networking. The push towards higher frequencies, however, strains not 

only active device technology but also interconnection technologies. Typical monolithic 

microwave integrated circuit (MMIC) on-chip interconnects, including microstrip and co- 

planar connections, experience higher losses with increasing frequency due to increasing 

loss tangents and metal losses. Rectangular, fundamental-mode waveguide, however, has 

much lower loss and offers additional benefits as well. 

This paper reports on a new fabrication technology which results in an air-filled micro- 

waveguide structure, directly integrated on a MMIC, capable of guiding electromagnetic 

energy. As with "traditional" waveguides, this technology can be used for device to device 

interconnection, RF filtering functions, off-chip (antenna) connections, power combining/ 

splitting, etc. As losses are minimal between active devices and the RF transmission media 

(the waveguide), improvements in transmitter/receiver noise figures are expected. 

The example design presented is aimed at the 200 GHz range, but the technique is generally 

applicable to frequencies where waveguide dimensions are suitable (not too large) to 

MMICs. This nominally includes 100 GHz to well over 1 THz. In fact, the method is better 

suited to the higher frequency ranges but 200 GHz was chosen due to testing limitations at 

higher frequencies. 

The overall process makes use of a patterned thick film to form an approximately 

rectangular waveguide over a MMIC or other substrate. This material is then removed 

leaving the waveguide as air filled and hence free from dielectric loss. Both polymer and 
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polyimide films were used, but the polyimide version is discussed here. More specifically, 

a 0.2 THz waveguide structure was fabricated on a Duriod substrate using a photo-sensitive 

polyimide as a forming material. Here, photolithographic techniques are used to define a 

rectangular section (approximately 1 cm long) of the polyimide material on top of the 

Duriod substrate. This rectangular section is then gold over-plated; hence, serving as a 

mold to define the top and sides of the micro-waveguide structure. An immersion process 

is then used to dissolve-out the polyimide which remains inside the formed cavity. One of 

the advantages of this on-substrate waveguide is that it can be conveniently integrated with 

other passive and active devices at low cost. With this in mind, we also designed and 

simulated a compatible waveguide-microstrip mode launching structure to achieve lower 

insertion loss and larger transmission. This planar approach is very desirable since it is 

much easier to fabricate than more traditional post-in-waveguide designs. 

A detailed description of the waveguide fabrication process (see Fig. 1) begins with coating 

the substrate with polyimide followed by a softbake. In order to achieve the desired coating 

height of 100 um, a 750 rpm spin-speed and 25 sec. spin-time were employed. The 

photosensitive polyimide was then imaged into a rectangular pattern using a UV light- 

source mask aligner. The unexposed portion of polyimide was then removed using a 

developer provided by the polyimide manufacturer. In this case, Porbimide 414 polyimide 

and QZ3301 developer from Olin Ciba-Giegy (OCG). Note, for coatings thicker than 

100 (im a simple immersion step is insufficient. Hence, additional mechanical means 

(spray/spin and ultra-sonic development) were employed. 

To electroplate the guide structure, a seed layer of gold was sputtered onto the polyimide 

material. The electroplating of gold was carried out in the typical fashion, with the substrate 

at the cathode of the electroplating cell. A gold-layer 25 u m thick was employed for this 

structure. After electroplating, the polyimide was immersed again to remove the polyimide 

inside the waveguide. 

As a next step, the interconnection structure connecting devices to the waveguide have 

been investigated. While the technology is aimed at placement of devices directly within 

the waveguide, the design reported here moves the device outside the waveguide for testing 

purposes. This includes a planar antenna coupling the waveguide to a microstrip 

transmission line through a side opening in the waveguide (see Fig. 2). This design has been 
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simulated using a three dimensional EM analysis tool (HP's HFSS package). The geometry 

of the interconnection was designed to achieve optimum transmission. In this design, the 

side outlet was actually placed in the side of the waveguide one-quarter wavelength away 

from the input-end. The microstrip is connected to the bottom of the waveguide via an 

impedance  transformer structure.  Thus  far,  the best   I S 12|   design  result  is  0.4 

(approximately -8 dB) at 200 GHz. Note, the implementation of a closed waveguide system 

is necessary since at THz frequencies the radiation-frequency limit of a microstrip has been 

far exceeded (e.g. for dielectric material with e0 =  10 and microstrip width of 0.1 mm, 

FM = 25 GHz). After measurement verification, the subsequent design will place the device 

and coupling structure directly in the waveguide. In this case, coupling losses are expected 

to be less than 1 dB, which would compare quite favorably to an alternative design using a 

quarter wavelength long post (which is more difficult to integrate) to couple the device. 

487 



(1) 
(4) 

(2) 

irri'frri 

(5) 

UV 

ff 
(3) 

Fig. 1: The processing steps of the waveguide structure. 

Fig. 2: The illustration of the the waveguide and microstrip 
interconection structure simulated by HFSS. 
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Quantum Cascade Lasers for the 3-5^im and 8-12 \im 
Atmospheric Window 

J. Faist 

AT&T Bell Laboratories, 
600 Mountain av, Murray Hill, NJ, 07974 USA 

After our first demonstration of a quantum cascade laser based on a three well active 
region with a diagonal transition in real space 1, we have developed a more efficient design 
based on a two wells active region with a vertical transition and a Bragg electron 
confinement^. 
This new design configuration allowed us to reduce dramatically the threshold current 
density to as low as 1.5kA/cm2 at 10K. These devices also operate in pulses up to a 
maximum temperature of 260K. The simultaneous optimization of thermal characteristics 
of the structures at both 4.6um and 8um wavelengths allow operation in continuous wave, 
with a maximum with powers of 10mW at 80K to 20mW at 50K. The laser being unipolar, 
index guiding is natural and the lasers operate on a single longitudinal mode on most of 
the current and temperature range. The powers obtained on a single mode (10mW) are 
almost 100 times the value obtained in commercially available lead-salt lasers. These high 
single mode powers are very significant for possible uses which include trace-gas analysis, 
optical pollutant detection and industrial process monitoring. 

(1.) J. Faist, F. Capasso, D. L. Sivco, C. Sirtori, A. L. Hutchinson, and A. Y. Cho, "Quantum 
Cascade Lasers" Science 264, 477 (1994) 

(2.)       J. Faist, F. Capasso, C. Sirtori, D. L. Sivco, A. L. Hutchinson, and A. Y. Cho, "A vertical 
transition quantum cascade laser with Bragg-confined excited state" Appl. Phys. Lett 66, 538 (1995) 
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GaSb-Based Mid-Infrared Quantum-Well Diode Lasers* 

H. K. Choi and G. W. Turner 
Lincoln Laboratory, Massachusetts Institute of Technology 

Lexington, MA 02173-9108 

1. Introduction 
High-performance semiconductor lasers emitting in the mid-infrared (ER.) band (2-5 /mi) are very 

desirable for many applications. A variety of molecules including all hydrocarbons have strong absorption 
lines in this band. Single-frequency mid-IR diode lasers are ideally suited for highly sensitive detection of 
trace gases for such applications as pollution or toxic gas monitoring and industrial process monitoring. In 
addition, there are three atmospheric transmission windows in this band. High-power diode lasers emitting 
in these windows can be very useful for laser radars, target designation, and illumination. 

In this paper, we review recent progress in mid-IR quantum-well (QW) diode lasers grown on GaSb 
substrates by molecular beam epitaxy (MBE). At -2 urn, GalnAsSb/AlGaAsSb lasers have excellent room- 
temperature performance with cw power of 1.3 W from a 300-/mi aperture.1 At -4 /mi, InAsSb/InAlAsSb 
QW lasers have operated pulsed up to 165 K and cw up to 128 K, with the maximum cw power at 80 K of 
30 mW/facet.2 These results are much better than those obtained for double-heterostructure lasers fabricated 
from the same material system. 

2. GalnAsSb/AlGaAsSb QW lasers 

Since the first GalnAsSb/AlGaAsSb QW lasers were reported3 that had room-temperature pulsed 
threshold current density 7m of 260 A/cm2 and cw power of 300 mW/facet, the performance of 2-/an lasers 
has been further improved by optimizing the MBE growth conditions to get smoother interfaces.4 The laser 
structure consists of the following layers: n+-GaSb buffer, 2-/zm-thick n-Alo.85Gao.15Aso.07Sbo.93 
cladding, active region consisting of five 10-nm-thick GaxIni_xAsySbi-y wells and six 20-nm-thick 
Alo.25Gao.75Aso.02Sbo.98 barriers, 2-/mi-thick /?-Alo.85Gao.i5Aso.o7Sbo.93 cladding, and 0.05-/an- 
thick p+-GaSb contacting. All the layers are nominally lattice matched to the substrate, except for the 
active wells, which are under compressive strain of -5 x 10"3. Based on the growth parameters and the 
amount of strain, the best estimate for the active layer composition is x = 0.86 and y = 0.05. 

Figure 1 shows the room-temperature pulsed 7th vs inverse cavity length Zr1 of a 300-/mi-wide 
broad-stripe laser. For I = 2 mm, 7th = 143 A/cm2. The value of 7th per well is only 29 A/cm2, which is 
about half the lowest value obtained for the best InGaAs/AlGaAs lasers emitting at -1 /mi. As L becomes 
smaller, the value of 7th increases gradually, to a value of 280 A/cm2 for 300 /an. The characteristic 
temperature TQ near room temperature is 95 K, which is significantly higher than 55 K obtained for 
InGaAs/InP lasers emitting at -2 /an.5 The emission wavelength at room temperature is at -1.91 /an, and 
it shifts with temperature to longer wavelengths at a rate of -1 nm/°C. The full width at half-maximum 
(FWHM) of the spectrum is -5 nm. 

Figure 2 shows the cw output power vs current curve for a 1000-/mi-long device at a heatsink 
temperature of 12°C. The front and back facets were coated to have reflectivities of 4 and 95%, respectively. 
The threshold current is -650 mA and the initial slope efficiency is -0.3 W/A, corresponding to a 
differential quantum efficiency of 47%. The maximum output power is 1.3 W, limited by the junction 
temperature rise. The power conversion efficiency is as high as 15.5%. 

Ridge-waveguide lasers 5 /an wide were fabricated by using reactive ion etching to form ridges.6 

One device with L = 1000 urn was coated for high reflection (HR) on the back facet and antireflection (AR) 

*This work was sponsored by Phillips Laboratory, the Department of the Air Force. 
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Fig. 1.  Room-temperature pulsed threshold current 
density vs inverse cavity length of 
GalnAsSb/AlGaAsSb quantum-well (QW) 
laser at 12°C. 
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Fig. 2.  CW output power vs current 
for a 1000-/fln-long GalnAsSb/ 
AlGaAsSbQW laser. 

on the front facet. Figure 3 shows the cw output power vs current at a heatsink temperature of 20°C. The 
threshold current is 40 mA and the initial slope efficiency is 0.25 W/A, corresponding to a differential 
quantum efficiency of 39%. The maximum output power is 100 mW obtained at 525 mA, limited by the 
junction temperature rise. This power is substantially higher than 25 mW/facet reported for 
InGaAs/TnGaAsP ridge-waveguide lasers grown on LoP substrates with emission wavelength of -2 /an.7 

Figure 4 shows cw power vs current curves at several heatsink temperatures of another 1000-/fln- 
long device with HR and passivation coatings on the back and front facets, respectively. For temperatures 
between 20 and 80°C, the characteristic temperature 7o is 85 K. The slope efficiency does not change 
appreciably between 20 and 60°C, but becomes smaller at higher temperatures. The maximum cw operating 
temperature is 130°C, which is 100°C higher than that for GalnAsSb/AlGaAsSb DH lasers.8 

The emission wavelength of GalnAsSb/AlGaAsSb QW lasers has been extended to 2.8 /an by Lee 
et al.9 The laser structure consists of four 10-nm-thick Gao.76lno.24Aso.i6Sbo.84 wells and five 18-nm- 
thick Alo.25Gao.75Aso.02Sbo.98 barriers, surrounded by 2-^m-tbick Alo.9Gao.1Aso.07Sbo.93 cladding 
layers. Under pulsed conditions, the lasers operated pulsed up to 60°C, with 7o of 58 K between 0 and 
40°C. The threshold current density at 25°C was 1.25 kA/cm2. These lasers operated CW up to -39°C.10 

100 200        300       400 
CURRENT (mA) 

500 600 

Fig. 3.  CW output power vs current for a GalnAsSb/ 
AlGaAsSb ridge-waveguide laser at 20°C. The 
back facet is high-reflection coated (> 95%) and 
the front facet is antireflection coated (< 1%). 

50 100 150 
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Fig. 4.  CW output power vs current of 
a GalnAsSb/AlGaAsSb ridge- 
waveguide laser at temperatures 
between 20 and 130°C. 

200 
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3. InAsSb/InAlAsSb  QW  lasers 
For 4-/an emission, InAsSb was chosen for the active layer because it is stable at the growth 

temperature and is easier to grow than metastable GalnAsSb alloys with a similar bandgap energy. For the 
barrier, InAlAsSb was chosen because it provides adequate confinement for both the electrons and holes. 
Due to a lower valence-band position of InAsSb, AlGaAsSb is not suitable for the barrier. The following 
laser structure was grown by MBE: l-/an-thick n-GaSb buffer, 3-/an-thick n-AlAso.O8Sbo.92 cladding, 
active region consisting of ten 15-nm-thick InAso.85Sbo.15 active wells and eleven 30-nm-thick 
lD0.85A10.l5Aso.86Sbo.i4 barriers, 3-/an-tbick p-AlAso.osSbo.92 cladding, and 50-nm-thick p -GaSb 
cap. Double-crystal x-ray diffraction measurement of the laser structure showed some broadening of the 
satellite peaks, indicating that the interfaces are not very smooth. 

Broad-stripe lasers 100 /an wide were fabricated by using SiC>2 patterning. Lasers were mounted 
junction-side up on Cu heat sinks using In, and loaded into a dewar for low-temperature measurements. 
Pulsed Jth °f a 1000-/an-long device for temperatures between 80 and 165 K is plotted in Fig. 5. For 
comparison, data for the best DH lasers emitting at 3.9 /an are also plotted in the figure. At 80 K, the 
value of Jth for the QW device is 78 A/cm2. The characteristic temperature 7b up to 120 K is 30 K, which 
is larger than the 20 K observed for the DH lasers emitting at the same wavelength.11 Both the lower 7th 
and higher TQ for the QW devices indicate that the Auger recombination, believed to be the limiting 
mechanism for 4-/an lasers, has been decreased by the employment of the strained QW structure. As the 
temperature is increased above 120 K, To becomes smaller. At the maximum operating temperature of 
165 K, the value of Jth is 3.5 kA/cm2, 

Figure 6 shows the cw power vs current for the same device. The maximum power at 80 K is 30 
mW/facet, which is much higher than 24 mW obtained for the DH lasers with HR/AR coatings and 
junction-down mounting.11 The highest cw operating temperature is 123 K, which is higher than 105 K 
obtained for the 60-/an-wide DH devices mounted junction-side down. Ridge-waveguide lasers 15 /an wide 
were fabricated. At 80 K, the cw threshold current of a 1000-/an-long device is 35 mA. The device operated 
cw up to 128 K. The far-field pattern in the transverse direction has an FWHM of -60°. In the lateral 
direction, the far-field pattern shows a single lobe with an FWHM of -15°. 

4. Conclusions 
The maximum cw operating temperature of HI-V diode lasers as a function of wavelength is plotted 

in Fig. 7. It is clear that the operating temperature decreases rapidly as the wavelength is increased. The 
performance degradation at longer wavelengths may be mainly due to Auger recombination, which increases 
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Fig. 6.  CW power vs current of 
InAsSb/InAlAsSb QW laser 
at several temperatures. 
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exponentially as the wavelength is increased. The strained QW lasers have shown much higher performance 
than DH lasers at ~2 /un, not only in Jth but also in Jo- This improvement suggests that the Auger 
recombination is substantially reduced by the employment of the strained QW structures. At -4 /xm, work 
has just begun to adopt the strained QW structures. Already we have obtained modest improvements over 
DH lasers in both J± and To. It should be possible to obtain much higher performance by optimizing the 

device structure and the growth conditions. 

References 
1. H. K. Choi, G. W. Turner, and S. J. Eglash, IEEE Photon. Technol. Lett. 6, 7 (1994). 
2. H. K. Choi and G. W. Turner, AppL Phys. Lett. 67, 332 (1995). 
3. H. K. Choi and S. J. Eglash, Appl. Phys. Lett. 61, 1154 (1992). 
4. G. W. Turner, H. K. Choi, D. R. Calawa, J. V. Pantano, and J. W. Chludzinski, J. Vac. Sei. 

Technol. B 12,1266 (1994). 
5. J. S. Major, Jr., D. W. Nam, J. S. Osinski, and D. F. Welch, IEEE Photon. Technol. Lett. 5, 594 

(1993). 
6. H. K. Choi, G. W. Turner, M. K. Connors, S. Fox, C. Dauga, and M. Dagenais, IEEE Photon. 

Technol. Lett. 7,281 (1995). 
7. J. S. Major, Jr., D. W. Nam, J. S. Osinski, and D. F. Welch, IEEE Photon. Technol. Lett 7, 733 

(1993). 
8. H. K. Choi and S. J. Eglash. AppL Phys. Lett. 59, 1165 (1991). 
9. H. Lee, P. K. York, R. J. Menna, R. U. MartineUi, D. Z. Garbuzov, S. Y. Narayan, and J. C. 

Connolly, Appl. Phys. Lett. 66, 1942 (1995). 
10. D. Z. Garbuzov, R. U. MartineUi, R. J. Menna, P. K. York, H. Lee, S. Y. Narayan, and J. C. 

Connolly, Appl. Phys. Lett, to be published. 
11. H. K. Choi, G. W. Turner, and Z. L. Liau, Appl. Phys. Lett. 65, 2251 (1994). 

494 



Far-Infrared Germanium Cyclotron Resonance Lasers 

Erich Gornik, Wolfgang Heiss, and Karl Unterrainer 
Institute for Solid State Electronics 
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Abstract 

p-type Germanium in crossed magnetic and electric fields is used as a 
continuously tunable laser source in the far-infrared. We are able to achieve 
laser action in a tuning range from 28 to 76 cnr1 by varying the magnetic 
field between 1.4 T and 3.7 T. The laser output consists of a single line 
having a width of 0.25 cm"1 and a maximum power of about 300 mW for a 
pulse width of lusec. 

p-type Germanium in crossed electric and magnetic fields as a source of 
stimulated tunable emission in the far infrared (FIR) has become a subject of intensive 
studies III. The cyclotron resonance (CR) laser based on light hole transitions between 
Landau levels exhibits a narrowband spectrum which is linearly tunable by the magnetic 
field; the light - heavy hole laser is based on transitions between the light and the heavy 
hole band and shows a broadband emission spectrum. 

An important requirement for establishing a negative absorption coefficient from 
inverted Landau levels (LL) is an unequal energy level spacing. In the valence band of 
Ge this is automatically the case, since the degeneracy of the T8 band gives rise to the 
Luttinger ( or "quantum" ) effects 111. The Landau level spacing in this case is 
influenced also by the electric field. An inverted carrier distribution in the case of 
streaming motion in crossed electric and magnetic fields is predicted. 

In high electric E and magnetic fields B for E / B> Jln(Oop /m
h , where h(Oop 

is the optical phonon energy and mh is the effective heavy hole mass, streaming motion 
can appear where the heavy holes are repeatedly accelerated collisionless to the optical 
phonon energy and scattered back to the origin 131. There is a finite probability for 
heavy holes to scatter into the light hole Landau levels where the carriers are 

accumulating and having a longer life time for E / B < — J2Äcoop / m* . This is one of 

the main processes of p-Ge.lasers. Streaming motion of heavy holes leads to an increase 
of the population of light hole LL's. A population inversion between different LL's 
which is necessary for the CR laser is built up due to the depopulation of low lying LL's 
by ionised impurity scattering or due to mixing between light and heavy hole states, 
which leads to a reduction of the lower LL's lifetime due to streaming motion of the 
heavy holes 111. 495 



Laser crystals with two different acceptor concentrations are used, NA- 
ND = 8xl012cm"3 and NA-ND = 6xl013 cnr3. The laser samples are cut from the 
crystals to form a parallelepiped. The length of the samples parallel to the [1 1 0] 
crystallographic direction is between 20 mm and 40 mm. The cross section dimensions 
are 7 mm and 5 mm parallel to the [110] and to the [0 0 1] directions, respectively. All 
faces of the samples are polished and are parallel within 0.01°. Two mirrors are 
mounted at the sample endfaces to form an additional external resonator. The mirrors 
consist of 50 urn thick Mylar sheets coated by 100 nm Gold; one mirror has a central 
bore (diameter 1 mm) serving as output coupler. 
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Fig. 1: Ranges of the stimulated FIR emission of low (L) and high (H) doped samples as a function of 
magnetic field for different electric fields. 

The magnetic field is applied parallel to the [1 10] direction and the 
electric field parallel to the 7 mm wide side of the laser samples. Ohmic contacts are 
made by evaporating indium (with 5% gold) and alloying at 400 °C 111. The electric 
field is applied to the laser crystal in form of pulses with amplitudes of up to 2 kV and a 
duration of 1 jisec. All experiments are performed at 4.2 K , so the samples are 
immersed in liquid Helium at the center of a superconducting solenoid. A broadband 
Ge:Ga-detector with a peak sensitivity at about 90 cm*1 is used for the measurements of 
the integral emission intensity. In addition, a photoconductive GaAs/AlGaAs quantum 
well detector is used, which is sensitive between 10 cm-1 and 100 cm-1 . The emission 
spectra are analysed by a magnetic field tunable GaAs-detector. The Zeeman-split ls- 
2p+ shallow donor line is used for detection. This line is linearly tunable between 
45 cm-1 and 130 cnr1 with magnetic fields between 1 T and 6.5 T. Due to the fact that 
the GaAs contains only one species of shallow donors, the absorption is extremely 
narrow (0.25 cm"1 ) and thus the GaAs detector can be used as a high resolution 
spectrometer. 

The stimulated emission from the lasers with an impurity concentration of 
NA_ND = 8x1012 cnr3 is measured by a quantum well photoconductive detector. In Fig. 
1 the range of the external fields where stimulated emission occurs is shown. For 
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electric fields higher than 1.6 kV/cm and magnetic fields higher than 2.75 T we have 
observed a second emission range. The stimulated emission of the second range extends 
up to a magnetic field of 3.7 T. 

The observation of this second range was made possible by the use of a very 
homogeneous magnet. The magnetic field was constant within 0.3 % over a length of 4 
cm. Therefore the variation AB/B of the magnetic field throughout the sample was 
smaller than the relative linewidth of the stimulated emission Av/v= 0.25 cm-1. Thus 
absorption losses by non-inverted pairs of levels with a resonance energy similar to that 
of the inverted levels were eliminated I Al. 
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Fig. 2:   Spectra of the low and high field emission 
range of low (L) doped lasers. The spectra consist of 
magnetically tunable single lines in each range. The 
applied electric field is varied: 1.7 kV/cm < E < 2.3 
kWem for magnetic fields: 1.9 T < B < 2.7 T and 1.7 
kV/cm < E < 2.5 kV/cm for 2.9 T < B < 3.6 T. 

Fig. 3:   Emission frequency of low doped 
lasers as a function of applied magnetic field. 
Circles indicate the experimental data. The 
lines show the theoretical results for n = -1 to 
0, n = 0 to 1, n = 1 to 2, and n = 2 to 3 in the 
Landau level transitions in the b-set 

In Fig. 2 typical low and high field emission spectra are shown. For both ranges 
the spectra consist of a single line which tunes with magnetic field. We observe no 
linewidth difference, but the intensity is 2-3 times higher in the high field range. In 
Fig. 3 the emission frequency of sample L is plotted versus the applied magnetic field. 
The frequency tunes between 28 cm-1 and 76 cm*1. 

It is seen from Fig. 3 that the dependence of the emission frequency on the 
magnetic field shows a discontinuity between the two ranges at 2.75 T. The 
corresponding effective cyclotron mass m' (according to the expression for the CR 
frequency of the light holes ficoc =eB/m£) for the low range at 2.7 T is 

me = 0.0472 m0, that of the high range at 2.8 T is m' = 0.0461 m0. It is clear that 
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different pairs of Landau levels are involved in the low field range (B < 2.7 T) and in 
the high field range (B > 2.8 T) laser transitions. Furthermore both tuning curves do not 
go through the origin if extended to zero magnetic field. 

In samples with a high impurity concentration of NA-ND = 6xl013 cnr3 

stimulated CR emission was found for magnetic fields between 3 T and 4.5 T (see 
Fig. 1). For this measurement an external resonator with two Mylar foils coated with 
Gold were used. The power of the stimulated CR emission for this configuration 
reached 150 mW. For maximum output power an external resonator consisting of a 
spherical mirror and a mesh output coupler is used where we have found an output 
power of 300 mW. In general the emission power of lasers with higher impurity 
concentration is one to two orders of magnitude larger than that of low doped lasers. 

The maximum repetition rate for 1 jisec long pulses is 10 Hz, for 0.5 jisec pulses 
25 Hz, and reaches a maximum repetition rate of 50 Hz for 0.25 usec pulses. This upper 
limit for the repetition rate is caused by heating and could be improved by better heat 
sinking of the laser samples. 

There is no linewidth difference to the spectra of the low doped lasers . The 
position of the line is changed in a range between 60 cnr1 and 90 cm"1 by varying the 
magnetic field. The emission frequency shows the same linear magnetic field 
dependence as that for the low doped lasers. The tuning curve, however, does not go 
through the origin if extended to zero magnetic field, this represents a change of the 
effective cyclotron mass me of the light holes between 0.0467 m0 (3 T) and 0.0469 mo 
(4 T). This increase of the effective mass is due to the non-parabolicity effect. 

In addition, we have studied the influence of the direction of the electric field on 
the stimulated emission using laser samples with different angles between the applied 
field and the [110] direction. The samples are rotated by an angle of 20° and 42° to the 
[110] axis. In order to estimate the effective internal electric field we performed Hall 
measurements using samples with the same concentration and the same crystallographic 
orientation as for the laser crystals. In our standard laser crystals where the angle <p 
between the effective field and the [HO] direction in the (1 1 0) plane is (p=55° 
stimulated emission is found for magnetic fields between 3.2 T and 4.2 T. For cp=13° 
and 9=35° no stimulated CR emission is found. The largest emission range is observed 
for (p=75°, where the range extends from 2.4 to 4.4 T. This corresponds to a tuning 
range from 48 cnr1 to 88 cm"1. The emission frequency does not depend on the angle <p. 
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Applications of Lead-Salt Semiconductor Lasers to 
Pollution Monitoring and Industrial Process Control 

Edward A. Whittaker, Khosrow Namjou-Khaless and Chi Kong Ng 
Department of Physics and Engineering Physics 

Stevens Institute of Technology 
Hoboken,NJ 07030 

The prospect of tunable laser based instrumentation for spectrochemical 
analysis has tantalized the analytical community for many years but thus far 
few commercial instruments have appeared on the market.  Methods based 
on tunable dye lasers have demonstrated tremendous sensitivity, including 
single atom or molecule detection in some cases but the expense and bulk of 
these devices precludes their use in all but the most specialized instruments. 

In contrast, tunable diode lasers are compact and relatively low in cost 
compared to dye systems. From an analytical viewpoint, the most versatile 
such diode laser source available presently are the lead-salt devices which of- 
fer an operating wavelength which is band-gap tunable from approximately 
3,000 cm"1 to 300 cm"1. This range of frequencies makes possible the detection 
of many small molecules, free radicals and molecular ions of interest to such 
diverse fields as environmental monitoring and industrial process control.1 

The principal drawback of the lead salt laser family is the necessity of 
cryogenic operation.   With little likelihood for substantial improvement in 
this situation, lead salt lasers would seem a poor candidate for use in the de- 
velopment of compact, relatively inexpensive analytical instrumentation. 
Nonetheless, in our research we have taken the point of view that ultimately, 
a non-cryogenic, diode based tunable source will eventually emerge from the 
various diode laser research programs around the world and partially repre- 
sented at this meeting. Consequently, we have focused our efforts on solving 
generic problems associated with the use of tunable diode lasers for highly 
sensitive detection of gas phase chemical species. 

When contemplating the use of a laser source for sensitive analytical 
applications a number of issues arise.  The first is to determine the best mode 
of detection, distinguishing first between scattering and absorptive methods. 
The former are exemplified for example by resonance fluorescence in which 
scattered laser light is detected usually at right angles to the incident light 
beam.  Such approaches are inherently sensitive when the scattered light is 
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easily detected but unfortunately for infrared based detection this is not the 
case.  We have therefore concentrated our efforts on measuring resonant 
light absorption. 

While a number of methods are available to detect small absorbances, 
we have chosen to directly measure the amount of absorbed laser light using 
high frequency modulation spectroscopy. Using this method, absorbances as 
small as a few parts in 10~7 with a detection bandwidth of several kilohertz 
may be detected for suitably sharp molecular transitions.2 The modulation 
approach has a number of advantages including simplicity of the optical 
setup, and compatibility with laser frequency locking methods. 

Our efforts to translate this potential sensitivity into a practical spec- 
troanalytic system were quickly thwarted by the presence of interference 
fringes induced by multiple reflections in the optical path from source, 
through the sample cell and onto the photodetector.  To overcome the fringe 
limitation we developed an additional modulation scheme which combines 
high frequency (40 -100 MHz) modulation for basic sensitivity with a low fre- 
quency (kHz) wavelength modulation which allows us to evade the fringes 
while preserving signal strength from the analyte molecule.3 Using this 
method, we have demonstrated nanoTorr detection sensitivity for strong ab- 
sorbers such as SF6-4 

Translating this figure into a fractional concentration limit of a particu- 
lar species in a particular environment requires us to consider the detailed 
structure of the species infrared absorption spectrum, including the specific 
line strength of the transition, the line broadening parameters at play in the 
working environment, the possible blending of lines of a single species at 
working pressures and finally the overlap of the detected species spectrum 
with that of other species in the working environment. 

Line blending is a particularly significant problem when detecting 
complex molecules such as volatile organic solvents.  Many of these mole- 
cules have very strong infrared absorption lines which nevertheless blend to- 
gether when detecting the molecule at atmospheric pressure as might be re- 
quired for on-line analysis at a contaminated site clean-up operation.  While 
somewhat less of a problem for Fourier Transform spectrometric analysis, 
line blending substantially reduces sensitivity for modulated laser methods 
which derive their sensitivity from detection of differential absorption.  Prac- 
tical detection schemes will thus most likely involve depressurizing the sam- 
ple before measuring the absorption spectrum.  We will present data which 
illustrates some of these issues. 

Finally, the most problematic issue for laser based instrumentation is 
laser frequency measurement and control.  In order to design an instrument 
that may reliably detect a particular species each time it is turned on, it is nec- 
essary for there to be some type of algorithm to return the laser to a known 
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frequency.  We have explored a number of approaches to solve this problem. 
Our basic modulation techniques enable us to lock the laser to a particular 
resonance line.5 Using this method, we have been able to lock the laser to the 
absorption line of a particular molecule and then track the molecule's concen- 
tration as a function of other parameters. In particular, we are able to moni- 
tor species formed in a silicon plasma etching reactor which are indicative of 
the state of the wafer process.6 Such methods may prove useful for the so- 
phisticated process control that the semiconductor industry is estimates will 
be required to meet projected device improvement curves. 

While line locking gives us a satisfactory method to follow a particular 
species concentration once we have acquired the line, turn key operation of a 
system which reliably acquires the same line regardless of uncontrolled condi- 
tions such as environmental temperature and instrument turn on history is 
quite another matter.  We have developed methods to find a particular line 
based on line pattern recognition but implementing such approaches in a re- 
liable standalone system has proven quite difficult. We are currently explor- 
ing the use of thin film filters to improve upon this situation.   Development 
of non-lead salt sources which take advantage of distributed feedback and 
other frequency control methods also offer promise in this area. 

In summary, we have developed a number of generic approaches use- 
ful when employing tunable diode lasers for spectrochemical analytic applica- 
tions. Using these methods we are able to detect absorption spectra free of in- 
terfering fringes caused by optical elements in the laser beam path and thereby 
implement practical detection schemes for use in environmental monitoring 
and gas phase based industrial process control.  We have implemented these 
methods using tunable lead salt lasers but anticipate extending them to new 
infrared laser technology as it becomes available. 

We acknowledge support from the National Science Foundation 
(Grant # DMI-9313320), the New Jersey Commission on Science and Technol- 
ogy through the Advanced Technology Center for Surface Engineering Mate- 
rials, Princeton Electronic Systems, and McLaren-Hart, Incorporated. 
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Progress towards a Continous Wave Intervalcnce Band Germanium-Laser 

A.M. Linhart, £. Bründcnnana and H.P. Röscr 
DLR, Institute for Space Sensor Technology, D-12489 Berlin, Germany 
O.D. Dubon, W.L. Hansen and E£. Hallcr 
Lawrence Berkeley Notional Laboratory and University of California, Berkeley, CA 94720, USA 

We arc developing a compact, tunable, easy-io-opcraw conlinous-wave intervalcnce band (IVB) Gc laser. 
It will be a device suitable as local oscillator in heterodyne receivers for the study of far-infrarcd-cmission 
from sources encountered in astronomy, in atmospheric physics, in material science and in chemical 
dynamics. The current state of development of p-Gc lasers is still far from the desired goals stated above. 
We will report on progress towards a cw laser involving advanced sample processing, doping, geometries 
and heat transfer. 

I. Operating Principle and Choice of Materials 

Laser action of an IVB Ge device is based on an inversion of the population of holes the light and the 
heavy hole bands. The Gc-lascr is operated in crossed elccrric and magnetic field at liquid helium 
temperature. The electric Meld is pulsed, leading to a maximum emission pulse of typically 6 fis 
pulslcngth and reported repetition rales of a few Hz leading to a low duty cycle (pulsicngth times 
repetition rate) in the order of 10's [I ]. 
The choice of the Gc-crystal material in respect to acceptor type and doping concentration strongly 
influences the gain of the laser. A high gain leads to a high duty cycle, large generation zone in the E-B- 
ficld-plot, high output power and short delay lime until the laser pulse starts after excitation with the 

electric pulse. To generate a quantitative 
understanding of how the acceptor type and doping 
concentration affect the laser performance we began 
with characterizing the Gc-samplcs with variable 
temperature Hall-Effect measurements from 300 K 
to 6 K. The frec2C-out-curve of the free holes gives 
ihc majority acceptor and minority donor 
concentrations and hence the compensation (5], 
From tests with these crystals as lasers, we found 
that the gain increased with decreasing doping 
concentration, leading to a larger generation zone. 

This is illustrated by the example of a low doped 
Ge:Ga crystal 0^*4.5x10" em"1) and a higher 
doped Ge:AI crystal (N,=1.4xl0M cm3) of 
comparable size and shape (Fig. 1). The acceptor 
type docs not make much difference in this case, as 

the impurirjMcvcU or both dopant types (Gc:Ga and Ge:A.I) have nearly the same energies. So far wc have 
npi arived ai a lower limit for (he doping. The increased gain can be explained with reduced light hole 
scattering, a process which depopulates the light hole band, decreasing the degree of inversion. 
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Fig 1: Generation zones of lVB-cmission of a low 
doped G«;Ga (Nk"4.5xlOn cm'3) and a higher doped 
Oc:Al (Nt=l.4xlOM cra^) crystal of compurublc mes. 
Lower doping increases the gain. 
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Growth and Characterization of PbSeTe/PbSnSeTe/PbSeTe 
Double Heterostructures 

I-Na Chao, Shu Yuan, and Patrick J. McCann 
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University of Oklahoma 
Norman, OK 73019 

The recent fabrication of III-V semiconductor quantum cascade (QC) lasers that emit beyond the 
near-infrared range [1] has attracted considerable attention. This interest is due in part to the 
potential applications for these long wavelength lasers as light sources in high-resolution infrared 
spectrometers. The versatility of such laser-based infrared spectrometers in uses ranging from air 
pollution monitoring [2] to medical diagnostics [3], however, is limited by the tuning range of the 
laser light source. In this respect, lasers made from IV-VI semiconductor alloys have a significant 
advantage over III-V semiconductor QC lasers since they can be temperature tuned at a rate of 0.46 
meV per degree whereas QC lasers have shown a tuning rate of only about 0.05 meV per degree. 
Furthermore, IV-VI semiconductor alloy composition can be adjusted to cover regions of the infrared 
spectrum from 3 um to over 30 urn. Pbi.xEuxSei.yTey alloys, for example, have been used to 
fabricate lasers covering the 3 urn to 6 pm spectral range [4], while the Pbi_xSnxSei.yTey alloy system 
shows promise for fabrication of lasers covering the 6 urn to 30 urn spectral range [5]. This article 
discusses growth and characterization of PbSeo.78Te0.22/Pb]-xSnxSei .yTe/PbSeo^sTeo^ triple-layer 
structures and shows that this system is suitable for fabrication of temperature tunable double 
heterostructure (DH) lasers. 

Lattice-matched PbSeo.78Teo.22VPb1JSrixSe1.yTey/PbSeo.78Teo.22 triple-layer structures with different 
tin, x, contents in the middle layer were grown on polished (100) BaF2 substrates, see Figure 1, using 
previously developed liquid phase epitaxy (LPE) growth techniques [6, 7]. A schematic diagram of 
the LPE growth procedure is shown in Figure 2. The first ternary layer and the second quaternary 
layer are undoped, while the third ternary layer is doped with thallium acceptor impurities. Based 
upon Hall effect characterization of single layers [8] this doping is expected to yield a p-n junction at 
the second heterojunction. The band diagram for this triple layer structure is shown in Figure 3. 

PbSeo.78Teo.22 

Pbi-X Snx Sei.yTey 

PbSe0.78Te0.22 

p-type (thallium doped) 
n-type (undoped) 
n-type (undoped) 

BaF2 Substrate 

Figure 1: Lattice-matched double heterostructure (DH) grown by liquid phase epitaxy 
(LPE). Lasers are fabricated by removing the BaF2 substrate and then cleaving the 
epilayers to form IV-VI semiconductor Fabry-Perot resonant cavities. 

Growth of IV-VI semiconductor heterostructures on (100) BaF2 substrates is motivated by the 
prospects of fabricating high operating temperature DH lasers. Presently the highest continuous 
wave (cw) operating temperature for IV-VI semiconductor DH lasers grown on PbTe substrates is 
203 K [4]. Thermal modeling analysis of these lasers [9] suggests that cw operating temperatures 
can be increased to greater than 260 K, thus allowing thermoelectric cooling, if the thermally 
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resistive PbTe substrate is replaced by a copper heat sink. Growth on BaF2 allows such laser 
fabrication since the BaF2 substrate can be easily removed from the epilayer structure by dissolution 
in water. The resulting laser can thus have nearly ideal active region heat dissipation since the 
device consists of just the epilayer device structure sandwiched between two copper heat sinks. An 
epilayer transfer procedure that also employs a cleaving jig to form Fabry-Perot cavities [10] is 
presently under development at the University of Oklahoma using the LPE-grown materials 
discussed here. Thermoelectrically-cooled operation of IV-VI semiconductor tunable infrared lasers 
should be possible once this new procedure is fully developed. 

T (°C)            K 

625 /\ 1st Layer 

\          2nd Layer / 

500 -   Dissolve PbSe and PbTe 
and homogenize liquid 
growth solutions 

^^■»s^,^           3rd Layer 

/ Nucleation Layer growth sequence          \ 
375 7 , temperature 

measurements 

l l                         I                    \ 

30 60 90 120 150       Time (min) 

Figure 2. Schematic representation of the LPE growth sequence used in this study. A 2- 
degree-per-minute cooling ramp (indicated by thicker lines) is employed for growth 
solution nucleation temperature measurements and layer growth. The last layer is grown 
at the lowest temperature to minimize interdiffusion at the heterojunctions. 

Fermi Energy 

0 to -250 meV 
depending on x 
and temperature 

Pbi.xSnxSei_yTey 

PbSeo.78Teo.22 

PbSe0.78Teo.22 

Figure 3: Equilibrium energy band diagram for the triple-layer structures. Quaternary 
layers with different tin contents, x, were grown for this study.   Group VI vacancy defect 
levels in the conduction band and thallium defect levels in the valence band are believed 
to cause both n-type and p-type layers, respectively, to be degenerate [8]. 

An important factor in fabricating DH lasers from LPE-grown material is growth solution wipe- 
off. Good wipe-off is particularly critical for good epilayer transfer and substrate removal since 
solidified drops of Pb-rich growth solution on the top epilayer surface will prevent good adhesion 
with the copper heat sink. Considerable experimentation has shown that the key parameters to 
control for good growth solution wipe-off are (1) proper BaF2 substrate preparation, which includes 
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a chemo-mechanical polish, and (2) maintaining a tight tolerance of between 5 and 40 microns on the 
clearance between the substrate surface and the slider surface. These procedures are now routinely 
used by a number of growers using two separate LPE systems to grow PbSeTe/PbSnSeTe/PbSeTe 
double heterostructures with excellent growth solution wipe-off. LPE growth yields for experienced 
growers at the University of Oklahoma are now well over 70%. 

A vacuum bench Bruker, model IR/98, Fourier transform infrared (FTIR) spectrometer equipped 
with a graphite globar, KBr beam splitter, and a Hgi.xCdxTe detector having a peak detectivity at 16 
urn, was used to measure transmitted radiation through LPE-grown heterostructure samples. It was 
not necessary to remove the BaF2 substrate since it is transparent to infrared radiation up to -13 urn 
(770 cm"1). Room temperature transmission spectra for three different samples illustrating the 
effects of adding ternary cladding layers to a Pbi_xSnxSei.yTey quaternary active layer, where x is 
about 5%, are shown in Figure 4. The onset of absorption, which corresponds to the bandgap of the 
quaternary layer [11], shifts from -200 meV for the single layer to -220 meV for the double and 
triple layer structures suggesting that less tin is incorporated in the quaternary layer when the growth 
temperature is reduced. (Preliminary photoluminescence experiments also suggest that lower 
quaternary layer growth temperatures result in larger bandgaps, i.e. less tin). A lower liquid-to-solid 
segregation coefficient for tin at lower growth temperatures is supported by the shape of the Pb-Sn- 
Se phase diagram [12]. The multilayer structures in Figure 4, as well as all other multilayer 
structures measured so far, also exhibit a second lower energy absorption edge with an onset at -100 
meV. At this time, we believe that this lower energy absorption edge is due to excitation of confined 
electrons from the band edge to above the Fermi energy in the degenerate n-type quaternary layer. If 
so, the -100 meV energy corresponds to the location of the Fermi energy with respect to the bottom 
of the conduction band of the quaternary layer at the first heterojunction, see Figure 3. 
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Figure 4: FTIR transmission spectra for three 
different LPE-grown samples. Greater absorption 
for the triple layer structure is probably due to more 
free carrier absorption. Fabry-Perot interference 
fringe spacing for the two layer sample yields a 
total epilayer thickness of 6.2 urn (total growth 
time=20 min). The single layer is 2.2 urn thick 
(total growth time=4 min) [11]. 

Figure 5: FTTR transmission spectra for four LPE- 
grown samples having different tin contents. 
Spectra, some of which are truncated for clarity, are 
grouped for measurements at 300 K and at -130 K. 
Absorption edges for the larger bandgap ternary 
cladding layers are marked with arrows. Note the 
large spectral range covered by these laser structures. 
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FTIR transmission spectra for four different multilayer structures, where the laser active region 
layers (the quaternary Pbi.xSnxSei_yTey alloy) were grown from growth solutions containing 5%, 8%, 
10%, and 12% tin, are shown in Figure 5. As expected, the absorption edges shift to lower energies 
as the tin content increases. This trend is present at both room temperature and at -130 K.   The 
strong dependence of IV-VI semiconductor bandgap on temperature is also quite apparent from these 
data. In addition, absorption edges corresponding to the ternary cladding layers, marked by arrows 
in Figure 5, can be seen in some of the spectra. Note the uniform shift in the absorption edges with 
temperature for both the quaternary active layer and the ternary cladding layers of the 12% Sn 
sample (#C44). This shows that band edge discontinuities are preserved as the temperature changes, 
an important consideration for good laser tuning characteristics. 

In summary, lattice-matched IV-VI semiconductor PbSeo.7gTeo.22/Pbi.xSnxSei.yTey/PbSeo.78Teo.22 
double heterostructures were grown by LPE on polished (100) BaF2 substrates with excellent growth 
solution wipe-off. FTIR transmission experiments performed on a number of multilayer samples 
with different tin concentrations in the quaternary layer clearly show that adding tin as well as 
lowering the temperature reduces the bandgap of the quaternary active region. These data show that 
lasers made from the structures studied here can span the 5 urn to 8 urn (2000 cm'1 to 1250 cm"!) 
spectral range with an expected tuning rate of approximately 0.46 meV per degree. 
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In this study a review, systematization and comparative analysis of the carrier re- 
combination phenomena (as revealed in current-voltage, photoelectrical and transient 
current characteristics) and carrier recombination parameters (lifetimes and diffusion 
lengths of non-equilibrium charge carriers) is given for characterization of recombination 
centers in SiC pn structures fabricated by different technological techniques. The basic 
material used for preparation of the pn structures was Lely substrate with ongrown n-type 
conductivity epitaxial layers (N(j-Na=1016-1018 cm-3) grown by sublimation epitaxy [1] 
or container-free liquid-phase epitaxy [2]. The p-type conductivity layers were prepared 
by sublimation epitaxy (SE structures) onto or ion-implantation (II structures ) [1] into n- 
type sublimation epitaxial layers and, as well, by container-free (LPE structures) or low- 
temperature [3] liquid-phase epitaxy onto n-type layers grown by container-free liquid- 
phase epitaxy. 

1.Current-voltage characteristics and the steady-state lifetimes. In the study of the 
forward current-voltage (I-V) characteristics there were identified and analyzed the cur- 
rents with exponential dependence on voltage and reciprocal temperature: 
J=J0exp[qU/(nkT)], J0~exp[-Ea/(kT)], where n is temperature-independent. In the current 
range J=10-6-10° A/cm2, usually, n=2 for the lower portion of the I-V characteristics (J< 
10"3 A/cm2) and assumes fractional values between 1 and 2 (n=3/2 or 4/3 or 6/5) for the 
upper portion (J>10~3A/cm2 ) [4,5]. The present study emhpasizes that in structures fab- 
ricated by different methods portions of the I-V characteristics measured at the same 
temperature which had identical values of n (i.e., corresponding to the identical type of 
current) were found to be shifted relative to each other along the voltage axis, revealing 
different values of J0 (fig. la); moreover identical current types in structures fabricated by 
different methods were characterized with different values of the activation energy Ea 

(fig. lb). 
These currents were in agreement with the models of current due to carrier re- 

combination in the space charge region of pn junction via a deep level near the middle of 
the band gap [6] (n=2) or via a multilevel center with one deep and one or more shallow 
levels [7] (fractional values of n). Steady-state lifetime xs is a parameter in the models. 
Application to the experimental data of models [6] and [7] showed that the values of xs at 
room temperature were different in different structure types (for example, larger in LPE 
compared with SE and II structures) and xs rises with temperature at different rates in 
different structure types (steeper in SE and II compared with LPE structures) because of 
different temperature dependences of the effective capture cross-section of the recombi- 
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Fig. 1. a) Room temperature current-voltage characteristics J=J0exp[qU/(nkT)] of several pn structures 
with n=6/5: 1-4 - II structures, 5-7 - LPE structures; b) temperature dependence of the preexponential 
factor JQ, of the characteristic energies e=nkT, and of the coefficient n for II structure (A) and LPE 
structure (B) [5]. 
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Fig. 2. Dependence of hole diffusion length in LPE structures (1) and in SE structures (2) on a) uncom- 
pensated donor concentration Nd-Na at room temperature and b) reciprocal temperature ([8]). 

nation center and/or different depths of the shallow levels of the multilevel center (this 
depth is roughly 100-200 meV and the levels are more shallow in LPE structures com- 
pared with SE and II structures). 

2.Photoelectrical characteristics and diffusion lengths. The main results were ob- 
tained [8] from measured data on the photo current as a function of the thickness of the 
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space charge region of the pn junction illuminated with weakly absorbed light corre- 
sponding to the fundamental absorption edge. It was shown that for LPE structures the 
room temperature minority carrier diffusion length L=0.4-1.5 \im and for SE structures L 
=0.1-0.4 pm (fig.2a; L characterizes the electrical transport and recombination in the 
quasi neutral region). L increased with temperature and at 800K amounted to 2-3 (im 
both in SE and LPE structures (fig.2b), i.e. in SE structures the rate of increase is higher. 
This increase in L with temperature may be explained only with an increase of minority 
carrier lifetime x. The activation energies of x deduced ignoring the temperature depend- 
ence of the carrier mobility were 240 meV at 350-800K and 100-120 meV at 300-600K 
for SE and LPE structures, respectively. These energies provide rough estimates of the 
depth value or/and the measure of the temperature dependence of the capture cross- 
section of a recombination center. 

3.Characteristics of transient currents and the relaxation lifetimes. The relaxation 
lifetime xr was determined in a study [9] of transient currents occurring as a result of 
switching from the forward to reverse bias. An analysis of the experimental data 
(dependences of the constant-current-phase duration on the ratio of the forward and re- 
verse currents) indicated that at room temperature xr =2 ns for the SE structures and xr = 
20-30 ns for the LPE structures (i.e. the data for xr are similar to those for xs and L). 

4.Conclusion. The study of the carrier recombination phenomena and carrier pa- 
rameters in the SiC pn structures fabricated by different technological techniques showed 
that whatever the region where the recombination lifetime was measured (the space- 
charge region or the quasi neutral region of the structure): a) the room-temperature life- 
time of non-equilibrium charge carriers is different in different structure types; b) with 
increasing temperature the lifetime increases in all structure types, though at a different 
rate; c) depending on prevailing conditions, the levels dominating the recombination 
process may be deep centers (near midgap) and/or the levels of a multi-level center 
and/or shallow levels (depth of about 100-300 meV); the temperature dependence of the 
lifetime is determined by temperature variation of the effective capture cross-section 
and/or by thermalization of shallow levels. 
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3 - following Ref. 12,4 - SE structures, 5 - LPE structures; the horizontal axis reprezents the characteris- 
tic temperature of the process (growth temperature of the epitaxial layer or annealing temperature). 
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Observations of the effect of the fabrication technology of pn structures on the 
carrier lifetime, lead one to suggest that a connection exists between the above pa- 
rameters and one of the major characteristics of a technological process, the growth 
temperature of the epitaxial layer (1800-1900 °C for SE and 1500-1600 °C for LPE 
structures) or annealing temperature (fig.3). In particular, the lifetime is larger and its 
rise with temperature weaker in structures fabricated at lower temperatures. The non- 
radiative recombination center determining the lifetime may be tentatively considered 
as an intrinsic defect of the semiconductor crystal lattice. 

This work was supported in part by the US Department of Defense. 
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Abstract 

Low frequency noise in 4H-SiC JFET has been investigated for the first 
time. JFETs with a buried p+n junction gate were manufactured by CREE 
Research Inc. Very low noise level has been observed in the FETs. At 300 K 
the value of Hooge constant a is as small as oc~10 and the a value can be 
decreased by an appropriate annealing to ot~2-10 . It has been shown that even 
these extremely low noise values are determined not by the volume noise 
sources but by the noise at the SiC-SK)2 interface. 

I. iBtrodactioB 

In recent years 4H-SiC porytype has received much attention because of 
its ability to be used for high power microwave devices [1-3]. The electron 
mobility in 4H-SiC is about twice as high as that of 6H-SiC. Additionally, 4H- 
SiC is practically isotropic [4], and the activation energy of the donor dopants 
is lower than in 6H-SiC. 

For microwave devices the level of low frequency noise is one of the 
important parameters which determines the applicability of the device for 
microwave communication systems.   

In this paper the low frequency noise in 4H-SiC FETs has been 
investigated for the first time. 

ÜL Resolts and Discwssk» 

In this research 4H-SiC FETs with a buried p+n junction gate 
manufactured by Cree Research Inc. were used. The design of the devices is 
basically the same as that reported previously for 6H-SiC JFETs [5]. On the p+ 

gate side the channel is bounded by the space-charge region of a p+n junction. 
On the opposite side the channel is bounded by an oxide layer. It will be 
shown that the oxide is usually negatively charged and on the oxide side the 
channel is also bounded by a space-chargeo region. Hence the real thickness of 
the channel is h^-dpo-d© [5], where h is the geometrical thickness of the 
channel, dpn is the thickness of the space-charge region near the gate p+n 
junction, d^ is the thickness of the space-charge region near the oxide. The gate 
length is L=5um, the gate width is W=lmm, the doping concentration is N,j - 
Na=10I7cm"3 at 300 K. 
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Fig. 1(a) shows the temperature dependencies of the spectral density 
fluctuations St/f in the temperature range of 300 - 600 K. Unlike the 6H-SiC 
reported previously [4] there are no pronounced maxima on S-T dependencies . 
For all the frequencies of the analysis the noise increases monotonically with 
the increase of temperature. Fig. 1(b) shows the frequency dependencies of 
S^I2. It is clear that for all temperatures the dependence Sj/I ~l/f' is valid. 
This kind of frequency dependence is rather typical for GaAs, SiC, and Si 
FETs [6-8]. 

I   '   I   '   I   '   I   ' 
300     400     500     600 

Temperature, K 

i i inii|      i   i i HIII; 

20 100 1000 
Frequency, Hz 

Fig.l The temperature (a) and the frequency (b) dependencies of 
spectral density fluctuations Sj/I. VQS^ V. 

a) Frequency (Hz): 1-20; 2-40; 3-80; 4-160; 5-320; 6-640; 7- 
1300' 

b) Temperature (K): l'-300; 2'-400; 3'-500; 4'-595. 

The real thickness of the channel at VGs = 0 V estimated from the 
threshold voltage Vt s 2.5 V, is equal to b=0.06 um. Then the total number of 
caniers in the channel is N = n<)LWh = 3-10 and the value of Hooge 
parameter iso- Sj/I^fN at 300K is equal to a=310"5 at f =20 Hz and as 

5-10 at f =1300 Hz. According to the criteria established for conventional Si 
and GaAs FETs, such a low value of a indicates a very high degree of 
structural quality for the channel material and a rather small contribution of the 
contacts in the total noise of the device. 
One can show however that even this small noise value is determined not by the 
volume noise sources in the 4H-SiC channel but by the fluctuations on SiC- 
Si02 interface. Fig. 2 shows the dependencies of Sj/1 on the channel 
resistance R. The resistance has been controlled by the gate voltage VQS- All 
the measurements were made in the linear (ohmic) regime. It is seen that for all 
frequencies the Sj/I value is proportional to R. The dependence Sj/r~R 
may be explained reasonably if one assumes that the volume noise of the 
channel is very small and that the source of the noise obtained is a surface 
resistance Rs»R on the channel - oxide interface. Neither the Rg value nor the 
amplitude of the fluctuations 8Rs depends on the gate voltage VQS- However 
the greater the value of R, the weaker it shunts the "noise" resistance Rs. For 
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this situation it is easy to show that S~R [9]. On the other hand, if the volume 
noise were dominant the dependence would be Sj/I ~R. 
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Fig. 2 The dependencies of Sx/I 
vs low-field channel resistance R 
for different frequencies of 
analysis. 
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The noise value and the frequency dependence of the noise may be 
changed considerably by appropriate annealing. The noise properties of the 
samples are stable up to 500 K. For T>500K, the noise parameters depend on 
the regime of the annealing. The annealing of the samples at T~550-600 K for 
several hours in linear (ohmic) regime or at IDS^ decreases the noise level to 
a great extent (Fig.3, curve 2). The frequency dependence of S takes the form 
S~l/f (flicker noise). As this takes place, the Hooge a value is as small as aß 
5-10 . This low noise level is retained for T< 500K. 
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Fig.3. Frequency dependencies of 
Sj/I for the device before 
(curve 1) and after (curves 2 
and 3) annealing in different 
regimes. T=300 K. 
2 - The annealing at 600 K 
during two hours at Ins^J 
3 - The annealing at 600 K 
during two hours in saturation 
regime: 
VGS-0; VDS=8V. 

The annealing of the samples at T~550 - 600K for several hours at 
saturation regime makes quite a different effect on the noise. In this case the 
noise level increases considerably (Fig.3, curve 3). The frequency dependence 
of S again takes the form S~l/f. 
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During the annealing at T~550 - 600K in the saturation regime the noise 
level gradually increases . At the same time the current-voltage characteristic of 
the device IDC^DS) is a^so affected. The drain current IQ increases 
monotonically at constant VQS value. The measurements show that during the 
annealing in the saturation regime the thickness of the channel increases 
monotonically. At high temperature a current flow of hot electrons near the 
channel-oxide interface recharges the oxide. The thickness of the space-charge 
region do decreases and the thickness of the channel h grows. As this takes 
place, the distance between the channel and the oxide-4H-SiC interface (which 
is the main source of the noise) decreases and the noise increases (Fig.3, curve 
3). 

Hie annealing of the samples in the linear (ohmic) regime again decreases 
the noise level to values comparable with the curves 1 or 2 in Fig. 3. 

To conclude, a very low noise level has been observed in 4H-SiC FETs. 
At 300 K the value of Hooge constant a is as small as a~10 and the a value 
can be decreased by an appropriate annealing to ot~210 . 
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A Highly Resistive Layer in Silicon-Carbide 
Obtained by Vanadium Ion Implantation 

M. P. Lam, K. T. Kornegay, and J. A. Cooper, Jr. 

School of Electrical and Computer Engineering 
Purdue University, West Lafayette, IN 47907 

Vanadium (V) is known to produce a deep-level state lying near the middle of the 
band gap in 6H-silicon-carbide (SiC) [1]. SiC crystals with semi-insulating behav- 
ior have been successfully grown with intentionally doped vanadium using the 
physical vapor transport process [2]. However, it may be desirable to produce 
semi-insulating properties only in selected areas of the wafer for isolating active 
regions of certain devices. This paper reports on a high-resistivity layer produced 
by ion implanting vanadium in a 
p-type 6H-SiC Si face epilayer. 

100 urn x 100 urn Au 

l-K •<*? *vv ~ >s\-w mmä 

V-implanted layer          < 0.1-0.15 (im 
, , 

P SiC (5xl015 cm"3) 5 um 

' ' 
, . 

P+SiC(1.7xl018cm"3) 300 um 

1 r 

Al backside contact 

To investigate the conductivity of 
a V-implanted layer, we fabricated 
a vertical Au/V-implanted layer/p- 
type SiC Schottky barrier diode as 
shown in Fig. 1.    A p-type SiC 

epilayer with  doping of 5x1015 

cm"3 is implanted with vanadium 

ions at 650°C through a 200 A 

Si02 screen layer. A double 

energy of 85 keV and 190 keV is 

used with a total dose of 1.9x1013 

cm"2. After implantation, vana- 

dium is annealed in a Lindberg tube furnace under argon at 1200°C for 12 min. 
An Al ohmic contact is fabricated on the back of the substrate by thermal evapora- 
tion, and subsequently annealed under argon at elevated temperature. Au is 
electron-beam deposited over the V-implanted epilayer. Before Au deposition, the 

epilayer surface is cleaned in organic solvents, aqua regia and BHF, and then 
rinsed in deionized water.  Au Schottky contacts are patterned with an area of 

1x10"4 cm"2. The implant depth of V in SiC is estimated to be 0.1-0.15 u.m. The 
precise depth will be determined by SIMS analysis. In order to compare electrical 

Fig. 1   V-implanted Schottky barrier diode 
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Fig. 3 Current as a function of reciprocal 
temperature for V-implanted 6H-SiC Schottky 
barrier diodes at 0.4 V. 

characteristics with conventional SiC Schottky barrier diodes, we have also fabri- 
cated Schottky diodes with the same processes described above, excluding the 
vanadium implantation. 

Forward current-voltage (l-V) measurements on Au/V-implanted SiC and Au/SiC 
Schottky diodes are shown in Fig. 2. Clearly, the presence of the V-implanted 
layer at room temperature introduces a significant reduction of current density. 
The reduction decreases with higher forward bias voltage and higher tempera- 
ture. Since the current is too small to measure at low voltage for the V-implanted 
Schottky diode at room temperature, we compare its l-V characteristic with that of 
the non-V Schottky diode at 10 V V-implanted SiC Schottky diodes exhibit spe- 

cific differential contact resistances up to 3x107 ohm-cm2 and current densities as 

low as 2x10"8 A/cm2 at 10 V, which is six orders of magnitude less than their non- 

V counterparts. 

Since vanadium is a deep-level trap in SiC, one can estimate its energy level from 
the temperature dependence of the forward current. Figure 3 shows current as a 
function of reciprocal temperature at a constant forward bias voltage of 0.4 V. A 
linear fit of the currents measured from three V-implanted Schottky diodes yields 

an activation energy between 1.31 to 1.41 eV, which is close to the energy levels 
reported for V in SiC. 
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The breakdown voltages for both devices at 25°C and 340°C are compared in 
Table 1. We note that the thin high-resistivity layer increases the breakdown volt- 
age from 170 V to 240 V at room temperature. This effect is more significant at a 

higher temperature. 

TABLE 1. Breakdown voltage for Au/V-implanted SiC and Au/SiC Schottky diode 
Device type Vbr at 25°C Vbr at 340°C 

V-implanted SiC 240 V 210 V 

non-V SiC 170 V 92 V 

In conclusion, this work investigates the possibility of obtaining a highly resistive 
layer in SiC by implanting V. Experiments are underway to make use of the high- 
resistivity V-implanted layer as edge termination [3] to obtain high blocking voltage 
SiC Schottky rectifiers. This technology can also be used as ion implant isolation 
for SiC MESFET circuits. 

This material is based upon work supported by the National Science Foundation 
under grant no. 9521901-ECS, by the Ballistic Missile Defense Organization (IST) 
under grant no. N00014-93-C-0071, administered by ONR, and by the Semicon- 
ductor Research Corporation. 
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MODELING OF EXCITONIC GAIN IN ULTRA-LOW THRESHOLD TENSILE- 
STRAINED ZnCdSe-ZnMgSSe QUANTUM WIRE LASERS 

W. Huang and F. Jain 
Electrical and Systems Engineering Department 

University of Connecticut, Starrs, CT 06269-3157 (USA) 

Exciton transitions play a dominant role in ZnCdSe-ZnSSe quantum well blue- 
green lasers reported by several investigators [1-3] during the past four years. We have 
computed optical gain in ZnCdSe based multiple quantum well lasers incorporating 
excitonic effects. The computations matched the optical gain data obtained 
experimentally [4] on compressively strained samples. This paper calculates the optical 
gain and threshold current density in ZnCdSe based quantum wire lasers including the 
contributions of excitonic transitions. In particular, we present computations of excitonic 
binding energies, optical gain, and threshold current density in ZnCdSe-ZnMgSSe 
strained quantum wires. The tensile-strained ZnCdSe-ZnMgSSe quantum wires 
[Lz=Ly=80A], such as realized on InP substrates, are shown to yield an ultra-low 
threshold current density of 58 A/cm2. 

Quantum wire semiconductor lasers, realized in IH.-V material system such as 
AlGaAs-GaAs, have been shown [5-6] to result in lower threshold current operation. 
These devices are generally modeled using free carrier band-to-band transitions that are 
not applicable to ZnCdSe based blue-green lasers, which are known to have excitonic 
transitions [7]. 

Our calculations show (Fig. 1) that excitonic binding energy is enhanced from 30 
to 55 meV as we reduce the lateral dimension in quantum wells to obtain quantum 
wires. This increases the excitonic density of states which is enhanced over and above 
the larger values of free carrier density of states as we transition from well to wire. The 
increased excitonic density of states results in narrowing of the emission line width which 
in turn improves the optical gain, resulting in lower threshold current density. Fig.2 (a) 
and (b) show the optical gain for unstrained, compressive strained, and tensile strained 
active layers. Threshold current density has been found to be the lowest in the presence 
of tensile strain. This is similar to our previous findings on blue-green quantum well 
lasers [8]. 

The model also shows that the excitonic transitions (in comparison to free carrier 
transitions, such as in AlGaAs-GaAs or InGaAsP-InP lasers) would assist in reducing the 
threshold current density in the presence of dislocations. The exciton transitions 
dramatically increase the absorption coefficient as shown in Fig 3. The solid line shows 
a strong excitonic absorption peak appears on the lower photon energy side. The dashed 
line shows the absorption coefficient with band to band free carrier transition only. Since 
the exciton absorption peak is much stronger than band to band free carrier transition, 
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the estimated rate of radiative recombination [9] with excitonic transition is about 14 
times larger than just free carrier transitions in ZnCdSe-ZnMgSSe quantum wire. This 
yields a much lower radiative life time and a higher quantum efficiency. Therefore, a 
reduced J^ value is expected. As an example, if the quantum efficiency TJ, in free 
carrier transition system drops from 0.9 to 0.09 due to the dislocation density, the T|q 

value in exciton transition system would drop from 0.9 to 0.58 due to the same 
dislocation density. This is shown in Fig. 4. Fig. 4-(a) shows the gain coefficient as a 
function of injection current for iiq=0.9, Fig.4-(b) shows the increased threshold current 
density in the presence of the dislocation, and Fig. 4-(c) shows the enhanced threshold 
current density over case (b) due to excitonic transitions. This indicates that the high 
exciton density, resulting in high excitonic transition rate and diminishing nonradiative 
recombination, would assist in reducing the threshold current density which is 
significantly increased by the presence of dislocations and defects from processing of 
quantum wires. 
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Fig. 1 Exciton binding energies as a function of wire width in ZnCdSe-ZnSSe quantum wire. 
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OPTICAL  PROPERTIES  OF  GaN FILMS  ON  SAPPHIRE  SUBSTRATE 

R.   Zhang,  K.   Yang,  B.  Shen,  L.H.   Q±n,  S.Z.   Gu,   Y.  Shi and Y.D.   Zheng 
Department  of Physics,  Nanjing university,  Nanjing 210093,   CHINA 

Z.C.  Huang and J.C.  Chen 
Department  of Electrical Engineering,   university of Maryland Baltimore 

County,  Baltimore,  MD 21228-5398,   USA 

Recently the wide bandgap III-V nitrides have attracted 
much attention because of their great significance in both 
scientific research and practical applications near the short 
wavelength end of visible rangefl]. Among them, gallium 
nitride (GaN) is the most interesting material because of its 
suitable direct energy bandgap of 3.39eV at room temperature, 
notable chemical inertness and great physical hardness. Those 
attractive properties make it not only ideally useful for 
fabricating blue and ultraviolet light emitting diodes (LED) 
and detectors, but also for application in harsh 
environments, such as high temperature[2,3]. High quality GaN 
films on sapphire substrates have been grown by metalorgamc 
chemical vapor deposition (MOCVD)[3,4], and high performance 
devices, including blue LED and UV detector, have been 
demonstrated[5]. For most applications, the optical 
properties of GaN film is the key factor to influence the 
features of devices. In this paper, photoreflectance (PR), 
optical absorption, Raman scattering and x-ray diffraction 
(XRD) techniques were employed at room temperature to analyze 
the optical properties of GaN epilayers. 
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Fig.l XRD spectrum of GaN film deposited on (0001) 
sapphire substrate. 
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Single crystal hexagonal GaN epitaxial films were grown 
on (0001) sapphire substrate with an AlN buffer layer by 
MOCVD. The thin AlN buffer layer with the thickness of 50nm 
was deposited at 550»C and followed by the growth of GaN at 
720°C. The growth rate of GaN was about l^m/hour, and all 
samples were unintentionally n-type doped. 

Fig. 1 presented the typical XRD spectrum of a GaN film 
deposited on (0001) sapphire substrate, which showed a good 
guality single crystal wurtzite structure of the GaN 
epilayer. From the (0002) and (0004) peak position of the GaN 
film, we obtained the lattice constant in the direction of c- 
axis as 0.5188nm. The A1N(0002) peak from the buffer layer 
with the lattice constant c of 0.4948nm was observed. Because 
of the thick GaN film, the diffraction peaks from sapphire 
substrate was not found. 

4000 

300 350 400 450 500 550 600 650 700 750 800 

Raman Shift ( cm" ) 

Fig.2 Raman scattering spectrum of GaN film at room 
temperature under 488nm argon laser excitation in 

backscattering configuration. 

Raman spectra were used to study the phonon modes of the 
GaN film. Since GaN has a hexagonal structure and belongs to 
the C< symmetry group, there are six Raman active phonon 
modes?* two E,, MTO), E^LO), A (TO) and A,(L0). Fig.2 showed 
a typical Raman spectrum from the GaN film grown on sapphire 
substrate with the backscattering configuration, and E^TO), 
E„<L0), A,(TO), JL(LO) and high frequency E2 modes, with phonon 
frequencies as 545cm"1, 569cm"1, 735cm"1, 750cm1 and 578cm1 

respectively, were observed together with three modes of 
418cm'1, 430cm"1 and 449cm"1, come from the sapphire substrate. 

In order to determine the optical bandgap and optical 
functions of GaN film, the optical transmission spectrum was 
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measured from 0.6-4.0eV. The absorption coefficient was about 
8xl03 cm-1 above the bandgap, and almost zero below the gap 
with a sharp line shape around the bandgap. By drawing the 
absorption coefficient squared vs. the spectral energy curve, 
a2-hv, which was shown in Fig. 3, we determined the direct 
energy bandgap of 3.39eV, consistent with the results in 
literatures. From the interference features on the 
transmission data, the film thickness of this sample was 
determined as about 2.0/im which agreed well withthe designed 
value, and the refractive index n was drawn as the function 
of photon energy as shown in Fig. 4. 
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Fig. 3 Absorption coeffi- 
cient square (a2) of GaN vs. 
photon energy hv. 

Fig. 4 Refractive index n 
of GaN film vs. photon 
energy at room temperature. 

Fig. 5 showed a typical PR spectrum of the GaN film with 
the thickness of 6.0/im, which confirmed the direct energy 
bandgap and the high crystal quality of the sample. The 
experimental data could be fitted by the equation 

AR 
R 

•Re[- AT-nei6 

(E-Eg-iT) n ] 
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Fig. 5 Photoreflectance spectrum of GaN film on sapphire 
at room temperature (the rough line). The modulation beam 
was 488 nm line of an Ar+ laser mechanically chopped at 20 
Hz. The curve was fitted as the smooth line. 

where r=0.124eV was the linewidth, 6 was the phase, and the 
E=3.400eV was the transition energy. The exponent n was 
fixed at the value of 2.5, which is often used for band to 
band transition in the bulk samples. 

In summary, we studied the optical properties of the 
GaN films grown on sapphire substrate by MOCVD. XRD and 
Raman scattering measurements showed high crystal quality, 
while optical absorption and PR spectra gave a direct 
bandgap of 3.400eV and the refractive index function. 
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GaN and AlGaN p-i-n Structures. 

* N.I. Kuznetsov and V.A. Dmitriev 
Cree Research Eastern European Division and A.F. Ioffe Institute, 26 Polytechnicheskaya 
Street, St. Petersburg, 194021 Russia 

Cree Research Inc., 2810 Meridian Parkway, Durham, NC, 27713 USA. 

Recently, significant progress has been achieved on MOCVD of GaN and AlGaN 
layers on SiC substrates [1,2]. This report is devoted to GaN and AlGaN p-i-n structures 
grown on SiC. To the best of our knowledge, this is the first study of A3N p-i-n 
structures. 

GaN and AlGaN structures were grown on (0001) 6H-SiC wafers by MOCVD. Si 
and Mg were used as dopants. For n-type layers, N^ - Na was from ~lxl0^ to -1x10^ 
cm"3. For p-type layers, Na-Nd ranged from ~lxl0*7 to -1x10*9 cm-3. A 2 urn thick 
GaN n-layer with N^ - Na = 10*8 cm"3 was grown first. Then GaN or AlGaN pn 
junctions were formed. The structures were grown such that a highly compensated region 
was formed between the highly doped n- and p-layers. A1N concentration in AlGaN 
alloy was 8 mol. %. A 0.5um thick cap p+-GaN layer was grown on top of the pn 
junction. Mesa structures of 100 - 300 um in diameter were made by dry etching. 

Current - voltage (I-V) characteristics were studied in the temperature range from 
90 to 600 K. Capacitance - voltage (C-V) characteristics were also measured. 
Investigations of deep levels were performed using current deep level transient 
spectroscopy (i-DLTS) [3]. 

Built-in voltage determined by C-V measurements ranged from 4 to 7 V, which 
was caused by i-region. 

Forward I-V characteristics at current densities less then lA/cm^ may be 
expressed by I ~ Va ,where a ranged from 1 to 10. At T < 100 K the s-shape of the 
forward I-V characteristic was observed, which is typical for p-i-n structures. The 
forward I-V characteristics followed the model [4] created for describing current transport 
in deep-lying impurity semiconductors. A single recombination center is assumed. The 
activation energy of this recombination center was extracted from the temperature 
dependence of the forward current. For GaN and AlGaN structures the activation energy 
was found to be 0.146 eV and 0.191 eV, respectively. These values are in good 
agreement with the Mg acceptor ionisation energy in GaN and Alo.O8Gao.92N, 
respectively, measured using the Hall effect [5]. 

Reverse I-V characteristics showed abrupt breakdown at voltages ranging from 20 
to 90 V. Breakdown had a microplasmic nature. The strength of the breakdown electric 
field was estimated to be ~4 MV/cm and ~3 MV/cm for GaN and AlGaN structures, 
respectively. 
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Results of i-DLTS measurements indicated the presence of hole traps at energies 
above the valance band. The traps had activation energy of 0.142 eV for GaN and 0.20 
eV for AlGaN structures. We attribute these traps to the Mg acceptor. 

I-V characteristics of the p-i-n structures and result of i-DLTS investigation will 
be discussed in detail. 
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Electrical Conduction in Platinum-Gallium Nitride 
Schottky Diodes 

K. Suzue, S.N. Mohammad, Z.F. Fan, W.Kim, O. Aktas, A.E. Botchkarev, 
and H. Morko9 

University of Illinois at Urbana-Champaign, 
Materials Research Laboratory and Coordinated Science Laboratory 

104 S. Goodwin Ave., Urbana, Illinois 61801, U.S.A. 

Gallium nitride is an important wide bandgap semiconductor with highly 
promising characteristics for high-speed and optoelectronic devices. Electrical 
conduction and other related properties of Pt-GaN Schottky diodes have been 
investigated. These Schottky diodes were fabricated by using n-GaN grown 
by molecular beam epitaxy method. Both capacitance-voltage and current- 
voltage measurements have been carried out for a number of temperatures. 
The measured variation of C"2 with applied gate bias V for 1 MHz frequency 
is shown in Fig. 1. The linear nature of the variation yields the Schottky 
barrier height to be 1.10 eV. The measured variation of the total current with 
applied bias is shown in Fig. 2. At low voltages the plots show shoulders 
indicating significant leakage probably due to the presence of traps. Physical 
mechanisms underlying electrical conduction at low and high voltages and 
temperatures have been studied. For the study of these physical mechanisms a 
theoretical curve fitting method is employed. Schottky barrier height 
determined from the current-voltage measurements is very close to 1.10 eV. 
Recombination-generation, tunneling and thermionic emission were found to 
contribute to the total gate current. 
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Processing and Characterization of GaN-AlGaN Based 
Electronic and Optoelectronic Devices 

M. Asif Khan, Q. Chen, J. W. Yang and C. J. Sun 
APA Optics Inc., 2950 N. E. 84 th. Lane, Blaine MN 55449. 
and 
L Adesida, A. T. Ping 
University of Illinois 
and 
M. S. Shur 
Dept. of EE, University of Virginia, Chalottesville VA 22903. 

Abstract: We discuss our research aimed at developing AlGaN based high power, high 
frequency FET and other optoelectronic devices. We discuss the processing and 
characterization of several devices such as InGaN-AlGaN blue LED's, GaN pn-junction 
UV detectors and GaN-AlGaN MESFET and HFET structures. 
For the pn-junction LED's with a reactive ion etched MESA type structure intense 
emission is obtained at 410-450 nm. pn-junction and Schottky type UV detector 
structures were processed using various device geometries. These devices have a spectral 
responsivity sharply peaked at the bandedge wavelength for GaN (365 nm.) thereby 
providing a visible blind operation. Processing and dc-, rf-, and high temperature 
performance results will also be presented for FET devices with gate lengths ranging 
from 0.25 to 7 microns. 

1. Introduction 

AlGaN material system possesses several unique properties that make it ideally suited for 
electronic and optoelectronic devices. It is direct bandgap over the entire alloy 
composition . The bandgap can be tailored from about 2.2 eV (InN) to around 6.2 eV 
(AIN). This makes it an excellent candidate for optoelectronic devices in the visible- 
ultraviolet parts of the spectrum. AlGaN material system also has a very high breakdown 
voltage (>106 V/cm), saturated drift velocity and electron mobility (>700 cm2/V-sec at 
room temperature). High quality GaN-AlGaN heterojunctions with 2-D electron gas at 
the junction interface have also been demonstrated [1,2,3]. The presence of 2-D electron 
gas with a room temperature electron mobility in excess of 1500 cm2/V-sec and the 
availability of AIN with excellent insulating properties makes GaN-AlGaN superior to 
other wide bandgap materials for high frequency, high power transistors. 

2. Epilayer Deposition and Characterization 

The epilayers for the work described were deposited using low pressure MOCVD over 
basal plane sapphire substrates. As before we used triethylgalium, triethylaluminum and 
ammonia as the precursors for 'Ga', 'Al' and 'N'. Typically a growth pressure and 
temperature of 76 torr and 1000 C was used for the deposition of high quality GaN films 
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over basal plane sapphire substrates. This is similar to that described previously [1,2,3]. 
As deposited the GaN layers are highly resistive with a carrier density well below 10 cm- 
3. The insulating GaN layers can be doped either n- or p-type using disilane (Si) or bis-Mg 
(Mg) as the dopants. 
The single epilayers and the heterojunctions were characterized for their electrical and 
optical properties. The doped channel heterojunctions exhibit room temperature electron 
mobilities in excess of 1200 cm2/V-sec. These increase with decreasing temperatures 
reaching a peak value of 5000 cm2/V-sec at 150 K. This high mobility value is due to the 
2-dimensional electron gas at the GaN-AlGaN heterojunction interface. 

3. Device Processing 

Several GaN-AlGaN-InGaN based optoelectronics and electronics devices were 
processed. These included MESA type LED structures based on GaN-InlGaN 
heterojunctions or GaN pn-homojunctions. A MESA type structure with both the n- and 
p- type contacts on the top has been used. This is necessary due to the insulating nature 
of the sapphire substrate. It should be noted that this device structure is identical to a pn- 
junction detector where light is incident on the active region from the sapphire substrate 
side. 
The processing of GaN-AlGaN HFETs involves several steps. This includes ohmic 
contacts, schottky-barriers (to n-type GaN and AlGaN) and procedures for device 
isolation. Being the first group to conduct GaN based electronic device research work we 
also developed the above processing techniques. To date we have explored several n- 
ohmic contact fabrication schemes. One of these most extensively used involves the use 
of Ti/Al bilayers for n-ohmic contacts to AlGaN and GaN. Post deposition these bilayer 
contacts are annealed at 350 °C for 1 minute. It is fairly routine for us to obtain a contact 
resistivity of 5x10'5 ohm-cm2 for an AlGaN layer with an x-value of 0.15 and a carrier 
concentration of 5xl017cm"3. We also have developed Ti/Au as a stable schottky barrier 
material for AlGaN. 
AlGaN material system is very stable and hard and is nearly impossible to wet chemically 

etch. We have therefore developed reactive ion and chemically assisted ion beam etching 
as techniques for MESA fabrication for FET device isolation [4,5]. In Figure 1 we include 
two examples of vertical features etched in GaN using CAIBE. As seen an excellent 
aspect ratio is obtained. We also were the first group [6] to develop hydrogen-ion 
implantation as a potential device isolation technique for GaN based FETs. This is now 
routinely used by us for the HFET device fabrication. 

4. Device Characterization 

We have also fabricated GaN based photocnductive and photovoltaic ultraviolet (UV) 
detectors. In Figure 2 we include the current-voltage curves for such a pn-junction GaN 
UV detector. As seen a 1.5 V turn-on and a reverse breakdown in excess of 10 V is 
observed. The doping level of the p- and the n- type layers in the junction region was 
around 5x1016 cm"3. In Figure 3 we include the responsivity of the GaN pn-junction as a 
function of wavelength.   As seen no photoresponse is observed for wavelengths larger 
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than the bandgap (365 m). Below 365 nm. the responsivity is nearly independent of the 
wavelength indicating a very low surface recombination. This trend is identical to that 
observed in past for GaN photoconductive and schottky barrier detectors [7,8]. This 
visible-blind detection feature is highly desired for numerous ultraviolet detection 
applications. 
Our group has also actively pursued the development of light emission devices based on 
GaN pn-homojunctions [9] and GaN-InGaN double heterojunctions. In Figure 4 we 
present the light emission from a GaN homojunction for a forward current of 20 mA 
across a 200x200 micron LED. We have also demonstrated optically pumped stimulated 
emission from GaN [10] and InGaN [11]. These layers were deposited over basal plane 
sapphire substrates. A threshold power of around 1 MW/cm2 was measured in each case. 
Recently with improved material growth we have lowered these threshold values to 
around 200-400 kW/cm2. In Figure 5 we present the vertical cavity PL signal from a 
GaN-InGaN heterojunction as a function of wavelength using a pulsed nitrogen laser (337 
nm.) for pumping. As seen Fabry-Perot fringes are clearly visible on the spontaneous 
emission envelope. These indicate a high Q-value for the vertical cavity. As the pump 
powers are increased one of the modes build up nonlinearly with increasing powers. From 
the output versus input powers we estimate a threshold for stimulated emission to be 
around 200-400 kW/cm2. However the sapphire substrates do not allow cleaving of 
parallel bars. Therefore we have recently deposited high quality wurtzite GaN layers over 
cubic (111) spinel substrates. These were measured to have a stimulated emission 
threshold around 500 kW/cm2 which is superior to the sapphire grown films. The cubic 
spinel substrates allow for the cleaving of parallel bars of GaN films. These lateral cavities 
are well suited for studying optically and electrically pumped lasing. More work is 
underway and will be reported later. 
Following the demonstration of large gate MESFETs and HFETs, we reported the 
operation of a submicron HFET [12]. These devices with a 0.25 micron gate length in a 2 
micron source-drain opening used e-beam lithography for the T-gate fabrication. In 
Figure 6 we include the source-drain curves for a 150 micron wide device. As seen the 
series resistance was high (around 100 ohms) that limited the transconductance to 27 
mS/mm and the peak currents to 53 mA/mm. In Figure 7 we include the unity current 
gain- and the maximum signal gain for the device as a function of frequency. From the 6- 
db roll-off we measured the £ and fäu* values of the device to be 25 and 70 GHz 
respectively. 

6. Conclusions 

We have reported on the development of high frequency high power devices based on 
GaN-AlGaN heterojunctions. We have also reported our work aimed at developing 
ultraviolet sensors and visible-UV light emission devices. For the first time we report high 
responsivity photoconductive and pn-junction detectors based on GaN and AlGaN. We 
describe the characterization of GaN homojunction and InGaN-GaN DH LED structures. 
Results are also presented showing intense stimulated emission from GaN and InGaN 
under optical pumping with thresholds superior to those previously reported. 
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Figure 1. SEM photograph of GaN/ÄbOj etched by CAJBE. 



Figure 2.1-V curve of pn-junction GaN UV detector. 
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I. INTRODUCTION 

Layered GaN/AIN heterostructures are suitable for band gap engineering in the 
range of 3.4 - 6.2 eV. Compared to the solid solutions, they can allow to fabricate 
optoelectronic devices with lower threshold current density, lower nonradiative 
recombination rate, narrower emission spectra, and reduced sensitivity to temperature [1]. 

In GaN-AIN structures with sufficiently thin A1N and/or GaN layers, the lattice 
constant mismatch is accommodated by internal strains rather than by the formation of 
misfit dislocations. Because of the piezoelectric effect, these strains induce electric fields 
and may strongly affect the carrier distributions near the interfaces [2]. In order to produce 
a high-quality, low-dislocation density GaN- and AIN-based materials and devices, the 
knowledge of strain is essential. 

Recently, we studied the elastic strain relaxation in GaN-AlN-GaN semiconductor- 
insulator-semiconductor (SIS) structures using the theory of elasticity [3]. Obtained results 
were in a good agreement with the data extracted from the measured capacitance-voltage 
characteristics. The purpose of this paper is to study the elastic strain relaxation in GaN- 
AIN and GaN-AlGaN superlattices using the approach developed in Ref. [3], and to 
compare the theoretical results with the data on fabricated GaN-AIN superlattices [1], 
Also, we present the theoretical results on the piezoelectric effect in these structures. 

H.        ANALYSIS 

The elastic strains and stresses of the GaN-AIN layered structures were calculated 
by considering the minimum of the deformation energy of the system. We took into 
account the elastic strain relaxation mechanism based on the creation of misfit dislocations. 
The isotropic elasticity approximation was used. To simplify the treatment, we neglected 
the differences between the elastic constants of GaN and A1N. Previously, we successfully 
used this approach to describe the elastic strain relaxation in GaN-AlN-GaN SIS structures. 
We have shown that it fits well the experimental data on the relaxation for a wide range of 
A1N film thicknesses. In particular, we have shown that the gradual relaxation process 
starts at A1N film thickness of approximately 30 Ä, which is in agreement with our data 
extracted from C-V characteristics [3]. In the present work, we consider the strain in an 
infinite superlattice containing AIN-GaN double layers. The layer of each material has the 
same thickness, L. This situation was realized experimentally in Ref. [1], where up to 200 
periods of AIN-GaN layers having the period thicknesses in the range of 1.5 - 40 nm were 
grown. 

In our calculation, all interactions between dislocations were taken into account, 
because those are crucial for a correct determination of the energy of the system, and all 
related parameters, including the relative positions of dislocations [3]. The two 
contributions to the elastic energy come from a uniform strain due to misfit accommodation 
and from the misfit dislocations. In the linear theory of elasticity, the total stress is the sum 
of these contributions. We assume that the dislocation grids are located on every AIN- 
GaN interface (see Fig. 1 a, b). In the isotropic approximation, the dislocation grid at each 
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interface contains two perpendicular slip systems with the slip directions directed along the 
x and z axes (the y axis is directed along (0001) and is perpendicular to the GaN/AIN 
interface). Each misfit dislocation is a straight one with its Burgers vector, b, in the slip 
direction. Further, we specified the interval between two neighbor dislocations, I, and the 
shift along the Burgers vector, Ax, in the positions of two nearest dislocations placed on 
neighbor GaN/AIN interfaces which are separated by L (see Fig. 1 a, b) 

In our calculation, we expressed the elastic energy density of the system, f, using 
the approach developed in [3]. Every stress component was a sum over the contributions 
from all dislocations of the system, and an initial misfit stress. (In practice, 10-20 layers 
were shown to be sufficient for the convergence). To obtain the energy of the layer per unit 
area, 8F, we integrated f numerically over the volume with the exclusion of the positions of 
the dislocation cores, and took into account the core energy of the dislocations per unit 
area, Fc: F = FC + 8F (see [3] for details of the approach, including the analytical 
expressions derived for the stress tensor components of a dislocation array). As in the case 
of SIS structures, no fitting parameters were used in our approach. 

Minimizing the derived expression for the energy of the system with respect to £ 
and Ax (see Fig. la, b), we found £ and Ax as functions of L. The average elastic strain 
components were then expressed via stress components.   In unrelaxed structure (no 
dislocations), the misfit strain tensor components are equal to u^ = u^ = 0.5^ / a2 -1), 
ai is the lattice period in the hexagonal plane, i = 1, 2. In A1N layer, indices 1 and 2 
correspond to GaN and A1N, respectively, and in GaN, the definition is opposite, so that xx, 
zz strains are negative. (In a SIS structure, unrelaxed strains are twice as large as in a 
superlattice with equal thicknesses of A1N and GaN layers). 

EL      RESULTS 

In Fig. 2, we plotted the relative deformation as a function of L. In this figure, we 
presented our theoretical results for the superlattices. We also showed in Fig. 2 the 
experimental data extracted from X-ray diffraction spectra [1]. Finally, for comparison, we 
plotted the results for the SIS structure obtained in Ref. 3, which, in this case, corresponds 
to a single layer approximation. Both, our theory and the measurements show the gradual 
relaxation process. The experiment showed that for L = 30 Ä or less, there is no misfit 
dislocations at the interfaces which is in agreement with obtained critical thickness Lc of 
about 36 Ä (see Fig. 2). The layers, within the experimental error, seemed to be 
completely relaxed for L over 100 Ä [1]. Our theory yields 80% strain relaxation (20% of 
strain left) over 100 Ä. In terms of energy, it means -92% relaxation. Unfortunately, in 
the range 30 A < L < 100 Ä, the quantitative displacements are not clear in the diffraction 
analysis of Ref. 1. Notice that, in a single layer (SIS) approximation, a critical thickness is 
almost twice as large as the multilayer result, LC(SIS) ~ 60 Ä. This is a result of the 
interaction of dislocations between the arrays located on the different interfaces. Namely, 
two factors contribute to the decreasing of stresses, and the dislocation energy: a symmetric 
dislocation pattern (see Fig. 1 a,b), and the opposite signs of the Burgers vectors on the 
neighbor interfaces.   Both factors were essential in the SIS structures as well [3].   A 
multipole structure with Ax = 0 (Fig. 1 a) is replaced by the more uniform pattern with Ax 
= 0.5 £, as the relaxation develops, within 50 Ä < L < 60 Ä. This transition, as in the case 
of the SIS structure, reflects the collective interactions between the dislocations within the 
same array, and the neighbor arrays. In Figs. 3-4, we plotted the strain-induced 
polarizations in GaN and A1N layers, as functions of L, and the corresponding voltage 
shifts. The piezoelectric constants of A1N are known [4]. In order to estimate the strain- 
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induced polarizations in GaN, we used the set of wurtzite GaN piezoelectric constants 
estimated from the data on electromechanical coupling coefficients (k^) of GaN and A1N 
for the same orientations [5]. Polarizations are 10 times larger than those for GaAs- 
Gao.gIn0.2As system [6]. Notice the maximum on the curve of the voltage shift versus L at L 
= 50 A (see Fig. 4). A typical band structure is plotted in Fig. 6. Also, we calculated the 
critical thicknesses as a function of Al concentration for the GaN-AlxGai_xN superlattices 
(Fig. 5), and the corresponding voltage shifts (Fig. 7). The voltage shifts within the range 
of 1 > x > 0.13 are increasing with the decrease of x, though the strain induced polarization 
is decreasing with a decrease of x. Voltage shifts ~2 V can be obtained for x~0.13. 

We conclude that the gradual relaxation process in the symmetrical GaN-AIN 
superlattices starts at the thicknesses of the individual layer slightly over 3 nm which is in 
agreement with the results of X-ray analysis [1]. Also, in agreement with the experiment 
the relaxation fully develops when the layer thickness approaches 10 nm. According to our 
theory, there is a 20% residual strain at L > 10 nm. For a given misfit strain, the critical 
thickness in a superlattice is almost twice smaller than in a SIS structure. Due to the 
gradual nature of the relaxation process, the strain-induced polarization, and the 
corresponding voltage shifts are large even in a partially relaxed, thicker structures which 
should affect electronic and optoelectronic characteristics of GaN-AIN superlattices. Also, 
because of a substantially larger critical thicknesses achieved in the GaN-AlxGai-xN 
superlattices the voltage shifts ~ 2 V can be generated by the piezoelectric effect. 

This work was supported by the Office of Naval Research and was monitored by 
Max Yoder. 
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Fig. 1.  GaN-AIN superlattices: low dislocation densities (a), higher dislocation densities (b).  Arrows show 
the directions of Burgers vectors. Structure looks the same way in the yz plane. 
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THE INTERFACE DENSITY STATES ASYMMETRY INFLUENCE 
ON THE CHARACTERISTICS OF a-Si:H THIN FILM TRANSISTORS 

David Bilenko, Yulia Galishnikova, Alvira Jarkova, 
Olga Coldobanova, Evgenya Khasina 

Saratov 

The wide application of a-Si:H based transistors logical circuits 
and liquid crystal displays is limited by comparably low field-effect 
mobility and channel conductance. The possibilities of substantial pa- 
rameter's increase are not exhausted. 

We investigated the values and asymmetry of interface states den- 
sity and position of the Fermi level in a-Si:H layers influence on the 
field-effect mobility - \i, channel conductance -G and threshold volt- 
age -Vt in field-effect transistors based on single and multilayer pe- 
riodic structures with thin (50-400 Ä) layer's thicknesses. 

The obtained results are suitable for transistors with top and bot- 
tom gate position with respect to substrate. 

However, for definition all results relate to the gates,sited on sub- 
state, i.e. in a bottom position. 

The calculations of field-effect mobility (FEM) and channel con- 
ductance were based on the Poisson's equation taking into account 
the interface states densities, similar to [1]. Reita et al [1] treated the 
intrinsic amorphous semiconductor with density of interface states 
equal at each interface. However, even if the dielectric is nominally 
one and the same near the both sides of semiconductor layer, inter- 
face states densities may be different. The experimental data [2,4] 
gives evidence that in case when a-Si:H is deposited on top of silicon 
nitride (bottom nitride) density of states is essentially different from 
that, when silicon nitride is deposited on amorphous silicon (top ni- 
tride). One of the largest values of FEM in a-Si:H TFT was achieved 
by Lee with coauthors on the substantially asymmetrical structure [5]. 
Besides, it is well known that the Fermi level position may be 
changed for example by doping and in the multi- layer structures it 
shifts towards conductivity band [6]. 

The calculation of G, FEM and Vt was based on selfconcerted so- 
lution of Poisson's equation with taking in account the exponential 
density of states distribution, consisting of deep and tail exponents 
[7,8]. Interface signs and values on opposite sides of a-Si:H layers 
were varied, density on each side was constant with energy in a-Si:H 
gap. 

The chief results are the following: 
1. The channel conductivity and field-effect mobility substantially 

depend on the value, sign and asymmetry of top and bottom interface 
states densities in a-Si:H layers in structures.The largest values of con- 
ductivity and field- effect mobility are realized when values of inter- 
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face states densities are not equal to zero, but with their quite definite 
asymmetry. The G and \i dependence on the density of states asym- 
metry is typical to all investigated structures and independent of a- 
Si:H layer thicknesses (from 50 A to 1000 Ä), a-Si:H/a-SiNx:H number 
of pairs in multilayer channel and Fermi level position in a-Si:H. G 
and n are influenced by asymmetry sign quite similarly in all struc- 
tures. 

2. The influence of interface states density is especially large in 
the beginning of the G{Vg) and |i(Vg) characteristics, where Vg - gate 
voltage.As for example, for single layer structure with a-Si:H thickness 
- 100 Ä, the change of the interface density asymmetry sign 
(from Nst= 1012 cm-W-1, Nsb =0 to Nsb = 10*2 cm-2 eV-i Nst=0) cause 
the change of channel conductance in 8-103 and field-effect mobility 
in 700 times as large. The favourable sign of asymmetry can essential- 
ly rise the values of parameters as compared to zero interface states 
densities structures with Nst = 1012 cm^eV"1, Nsb = 0 gives the values 
of G and |i, exceeding these values when Nst = Nsb = 0 and Vg = IV 
in 280 and 65 times respectively. 

3. The influence of interface asymmetry increases, when a-Si:H 
layer thickness decreases; reducing of a-Si:H thickness gives rise to 
the increasing of channel conductance and field-effect mobility. 

4. Comparison of the achieved values of G and \i in a single and 
multilayer structures with the same total a-Si:H thickness showed us 
that G and jx in periodic structures substantially larger, than in single 
layer structures. For example, field-effect mobility and channel con- 
ductance in 4-layers structure exceeds the same parameters in single 
layer structure by factor 2.6 - 5.3 and 5 respectively with the favour- 
able asymmetry density interface states ( Fig.l). Reduction of a-Si:H 
layers thicknesses in superlattice lead to the increasing of channel 
conductance and field-effect mobility with other things being equal. 

5. Doping of a-Si:H (displacement of Fermi level towards conduc- 
tion band) causes the shift of G[Vg) and \i(Vg) characteristics to the 
area of small Vg values, and also increases the largest achievable val- 
ues of G and \I/\LQ, when Vg is high, where \IQ - the microscopic mobil- 
ity in a-Si:H conductance band. When Fermi level rises the influence 
of interface charge and a-Si:H layer thickness reduces, while the char- 
acter of G and \i dependences on interface density on states and 
thickness of a- Si:H layer is reserved. 

6. The interface density of states asymmetry essentially influence 
the threshold voltage of FET. For example, the asymmetry sign 
change from Nst=0, Nsb=l012 cnr2 eV-i to Nsf=1012 cnr2 eV-i, 
Nsb = 0 provided all other things be equal decreases the calculated 
threshold voltage of FET approximately on 40 and more %. 

The explanation of the revealed features of interface states den- 
sity influence FET characteristics is based on combined effect of ex- 
ternal and internal built-in fields. 

The calculated dependences of potential and electric field dis- 
tributions across structures demonstrate    the electric field gradient 
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Fig.l. Field-effect conductance (a) and field-effect mobility JI to free 
electron mobility \i0 ratio {b) vs gate voltage Vg for single ( ) and 4- 
layer ( ) structures. Total    a-Si:H thickness - 200 Ä; a-SiNx:H 
thickness - 50 A; gate dielectric - a-SiN?:H, 1000 Ä, a passivating layer 
opposite to the gate - a-SiNx:H, 300 A; m, =  10 cm2 V^s*1; 1, 3 - 
Nst = Nsb = 0; 2, 4 - Nst= 1012 cm-2 eV-if Nsb= 1012 cm-2 eV-i,(0 < 0) 

and potential growth in a-Si:H layers as asymmetry transit from un- 
favourable to favourable for achieving the largest values of G and \i. 
Reducing of a-Si:H layer thickness influence the potential and field 
gradient distribution by the analogous way. 

The flexibility and diversity of plasma chemical processes togeth- 
er with abilities of their in situ monitoring contribute to creation of 
multilayer structures with the designed interfaces. The essential in- 
fluence of the deposition succession on the interfaces structure by op- 
tical measuring in situ is stated [9,10]. 

The interface states density asymmetry is revealed by in situ 
measuring of multilayer structure resistance change (Fig. 2). The 
asymmetry is shown up more sharply by in situ measurements when 
the different processes being made one by one. For example, in se- 
quence - deposition of a-SiNx:H in Km.i/Km 
S1H4/NH3 plasma - deposition of 
a-Si:H in SiH4 plasma and then 10 
modification a part of a-Si:H layer 
to a-SiNx:H by nitridation in NH3 8 
plasma. 

Fig.   2.   Multilayer   structure   a- 6 

Si:H/a-SiNx:H    resistances   ratio 
after   deposition   of   each   sub- 4 

sequent layer,  received in situ. 
Even values of m are respected 2 
to structure when a-SiNx:H is de- 
posited on  a-Si:H   (top  nitride); 0 
m - number of layers 10 m 
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The results show some possibilities to improve TFT's ratings on 
the base of structures with desired asymmetry of interface states and 
preserved microscopic mobility in multilayered structures with thin 
a-Si:H layers. 
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Microscopic Determination of Noise in Semiconductor Devices and 
its Application to Sub-/i Gate-Length Hetero-FETs 

Ali Abou-Elnour and Klaus Schiinemann 
Tech. Univ. Hamburg-Harburg, Arbeitsbereich Hochfrequenztechnik, 

D-21071 Hamburg, Germany. 

Abstract 

A rigorous two-dimensional Monte-Carlo physical simulator is developed to determine the non- 
stationary transport properties, the quantization effects, and the noise behavior in semiconductor 
devices. Due to the microscopic nature of the simulator, it is well suited to study the effects of device 
geometry, doping level, and bias voltage on device characteristics and, moreover, to determine the 
spatial origins of noise in the different device regions without any approximations or simplifying 
assumptions. As an example, the simulator is applied to accurately describe the noise behavior of 
submicron gate-length Hetero-FETs. 

1 Introduction 

It has been stated recently that "the transport properties of the two-dimensional electron gas in 
Hetero-FETs do not make a significant contribution to the noise reduction at high frequency oper- 
ation of these devices" [1-2]. The average velocity model which has been used in [1] is, however, 
not suitable to take the non-stationary transport properties in subhalf-micrometer gate length MES- 
FETs and the quantization effects in Hetero-FETs into account. Hence the accuracy of the calculated 
results and the validity of the interpretations are questionable. Moreover, these studies have been 
performed below certain frequency limits what represents another limitation of the conclusions which 
were drawn. On the other hand, the noise behavior of different MESFETs and Hetero-FETs has 
been described in [3] by using a Monte-Carlo physical simulator. In the present work, this model 
will be first extended and then applied to Hetero-FET structures to investigate the noise currents 
at the device electrodes and the noise spectra in the different device regions. 

2 Model 

The model is based on a self-consistent coupling of a Monte-Carlo code which simulates the non- 
stationary transport, with a fiexiable solver of Schrödinger's equation which determines the quanti- 
zation effects by using a closed-form expansion of the wave functions [4]. Hence the limitations of 
the conventional finite-difference models which arise from mesh size, discretization, and boundary 
conditions are overcome. The temporal and the spatial variations of the electric field are also taken 
into account by successive solution of Poisson's equation in two dimensions with a time step AT. 
This means that all variations of the physical quantities, and consequently the noise spectra, can be 
directly extracted without any approximations or simplifying assumptions. 

The simulated semiconductor device is according to a regional approximation approach advanta- 
geously divided into different regions which are expected to have a dominant influence on its per- 
formance. An efficient choice of these regions largely depends on the understanding of the physical 
operation of that device. For a semiconductor device which has M electrodes and which is divided 
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into N different regions, the generalized noise matrix <S which defines the noise spectral densities of 
the current iem passing the mth device electrode and the current iTn in the nth region is given by 

<S = 

Si, l'tm sie 

Sicmiem       SiCmiTl 

Siri icm Sir^T! 

Sirniim SiTniTl 

'-'iej »r \ 

Sicmir em1'« 

Sirnirn     / 

(1) 

where the self-spectral densities Sixix(f) and cross-spectral desities 5tl,v(/) are given by [5] 

/+oo  r+oo  
»*(*)**(* + r)e-^dr     and     Slxiy{f) = 2 /       ix(t)iy(t + r)e-^dr.       (2) 

The electrode noise current iem(t) around its average value Iern is calculated from the particle count- 
ing (PC) method by:^(t) = I£m(t) - 7^ where I£m{t) = Q$f + A £ |f, while the noise 
current iTn{t) around ITn is given from the Shockley-Ramo (SR) theorem by: iTn (t) = ITn (t) —ITn 

where /,-„ (t) = j Y$=i vt'(0- ^ PC method, Q means particle charge, AN net number of 
particles which are crossing the mth electrode, AE change in electric field, AT time step, A area of 
the mth electrode, and e dielectric constant, while in SR method, L means length, Nn number of 
particles, and v,-(t) velocity of ith particle in the nth region. It should be mentioned that all required 
information for extended noise calculations, like the spatial distribution of the voltage fluctuations, 
can also be extracted. The required CPU time, which is mainly affected by the number of simulated 
particles and by the simulated time period, and storage represent the main limitations of the model. 
Storage itself depends on the number of both device electrodes and different device regions. These 
effects are, however, less important today with the ongoing progress in computational facilities. 

3    Applications 

The simulated Hetero-FET structure (fig.l) consists of a 30 nm thick GaAs cap layer, a 42 nm 
Alo.zGao.iAs layer, and a GaAs buffer layer doped with a donor concentration of 2.1018cm-3, 
1.1018cm-3, and 1.1014cm-3, respectively. A 0.15//m gate-length is recessed at a depth of 30 nm 
with 0.12/xm separation between the gate edges and the highly doped source and drain regions. The 
source-gate and source-drain electrode separations are 0.3 and 1.05 /xm, respectively. The simula- 
tions have been performed at temperature of 300 K. The different regions which dominate the noise 
performance of the device are: the source-gate, the AlGaAs gate, the gate-drain, and the 2DEG 
regions (regions I, II, III, and TV-VI, respectively). The drain current is calculated by using both 
the PC and the SR method which produced almost identical results (deviations being less than 1 
percent) when the simulation time is sufficiently long (fig. 2). All other interesting physical quanti- 
ties, for example the percentage of the drain current which flows in the 2DEG channel, can also be 
determined (fig. 2). 

The autocorrelation functions of the gate and drain currents are found to nearly vanish after 1 ps 
(fig. 3) while their spectral densities SiD and 5,G (fig. 4) qualitatively show similar behavior to that 
described in [6]. To our best knowledge, this is, however, the first time that they are accurately 
calculated for Hetero-FETs by using a fully self-consistent particle simulator. The long tail oscilla- 
tions of the autocorrelation functions around zero (fig. 3) increase the uncertainty in the calculated 
results, especially for smaller values, at lower frequencies. On the expense of CPU time, the accuracy 
of the results can, however, be improved by increasing the number of simulated particles, by using 
a smaller mesh size and smaller time steps in the Poisson solver, and by increasing the simulated 
time period. 

To accurately interpret the measured noise behavior of MESFETs and Hetero-FETs [1-2], one must 
keep in mind that the improvement of the performance of Hetero-FETs is coming from the separation 
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of the carriers in the 2DEG channel from their parent atoms in the AlGaAs layer. This means that 
the ionized impurity scattering in a Hetero-FET is much lower than that in a MESFET. At lower 
frequencies of operation, however, optical phonon and intervalley scattering play a dominant role so 
that one can expect that the noise behavior of a MESFET should be better than that of a Hetero- 
FET. For higher frequencies, on the other side, the effect of the ionized impurity scattering shows 
a larger influence on the transport properties what improves the noise behavior of a Hetero-FET 
compared to a MESFET (fig. 5a). One must keep in mind that the overall noise performance is also 
affected by the noise generated in the source-gate and gate-drain regions which further deteriorate 
the noise performace at high frequencies (fig. 5b). 

4    Conclusions 

An accurate two-dimensional physical noise simulator is developed which takes into account the non- 
stationary transport properties and the quantization effects in subhalf-micrometer FETs in a better 
way than conventional models do. The model is capable to determine the steady-state behavior as 
well as the self- and cross-spectral noise densities at all device regions and electrodes. The superior 
noise performance of a Hetero-FET, and in particular at high frequencies, comes from the reduction 
of the ionized impurity scattering in the 2DEG channel. This effect depends on the current which 
flows through that region and its percentage of the overall current. All physical phenomena which 
affect the spatial and temporal fluctuations can be accurately determined what makes the model an 
efficient tool which can be used to analyze the noise behavior of other semiconductor materials and 
devices as well. 
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Electron-phonon coupling in multiply-connected 
quantum wires via tight-binding Green's functions 

William R. Grise 
Morehead State University 

This paper considers the problem.of inelastic scattering due to phonons in 
a one-dimensional Aharonov-Bohm ring and more generally in any multiply- 
connected structure of quantum wires. The transmission coefficient is calculated 
using a recursive Green's function technique, which the author has applied to 
the ballistic transport problem in the same structure [l]. As in that work, the 
electron Hamiltonian is given by a tight-binding model, while the electrons are 
linearly coupled to the phonon modes. In the Aharonov-Bohm effect particularly, 
the role of inelastic scattering in destroying phase coherence is critical to the ef- 
fect. In the model used in this work, therefore, the electron-phonon interaction is 
explicitly inelastic in its effect on the electron's energy. 

A number of papers in recent years have analyzed the electron-phonon inter- 
action for quantum wells [2]-[3], quantum wires [4]-[5], and resonant tunneling 
devices [6]-[7]. The work in [6], in which the authors went beyond the Lorentzian 
line shape often adopted for the elastic transmission coefficient, also uses a tight- 
binding recursive Green's function method to analyze the case of LO-phonon- 
assisted resonant tunneling. In fact, most of the authors above focus on the 
longitudinal optical (LO) phonon as the dominant scattering mechanism in GaAs 
and other III-V semiconductors. Very recently, there haw been suggestions in the 
literature that in the transverse confining boundaries of narrow quantum wires, 
electron interactions with acoustic phonons also might be responsible for inelastic 
scattering of electrons. For the types of quantum interference devices considered 
here, which are often operated at low temperatures and under low bias, the present 
paper will compare the effects of both LO phonons and acoustic phonons on the 
transmission coefficient. 

553 



The tight-binding Hamiltonian for electrons only in an Aharonov-Bohm ring 
is: 

ife = SoElO(^l + ^|E^p(^-^X^l) I0C + 1I (1) 

+ eXP(^"r1XfI-1)|/)(/"11} 
where the phase factors apply to the perturbation indicated by the finite loop 
(from site 1' to M). As many have pointed out [6], by choosing V = -h2/2m*a? 
and s0 = 

— 2V, the tight-binding model can be made to replicate the effective- 
mass approximation. In [l], we were able to derive a closed-form expression for 
the transmission amplitude, t, and the transmission coefficient, T, as a function 
of energy and flux ratio, by taking the ratio of the matrix elements of the Green's 
function for the chain-loop structure to those for the infinite chain only: 

t = transmission amplitude = ' ( 2) 
G0 (a, ß) 

When the emission and absorption of phonons is taken into account, (1) must 
of course be extended to include the bare phonon Hamiltonian and the electron- 
phonon Hamiltonian, which gives: 

Ä'e = 53|/,»i)ci(/,Ti| + V^|/,n>(/ + lJn| + |Z,»>(/-l,n| (3a) 
l,n l,n 

HP = J2 \l>n) (n + I) ^o (/, n\ ( 3b) 

N+l 

^^El^l^nMI (3C) 
n,m 2r=0 

In (3a), V includes the relevant phase factors, while states labeled n and m refer 
to phonon states. Also, Qmn is the linear displacement of the Ith atom in the 
loop region . Furthermore, in (3c), the interaction between charge carriers and 
phonons is restricted to the region of the loop. This approximation can only be 
partly justified by claiming that propagating electrons spend more time in the 
region of the loop where they are subject to the additional scattering occasioned 
by the loop itself [6]. On the other hand, in H^ we have avoided mapping all 
the sites in the loop region onto one site. In [6], the authors do just this for the 
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sites in the well between the two barriers in the double-barrier resonant tunneling 
devioe. With this approximation, these authors are claiming that an electron in 
the well, with energy close to one resonant level, will remain far away in energy 
from another resonance after emission or absorption of a phonon 

To obtain the Green's function and then the transmission coefficient, we apply 
Dyson's equation repeatedly: 

G = G° + G°(H - He)G ( 4) 

where we can now use our previously derived expression for the transmission 
amplitude (2) to write down a new G° (a, n; ß, n) = t„, • Goo(a,n;ß,n), where 
Goo is the Green's function for the infinite chain only. We remember that G° is 
diagonal in the phonon number, and that Qmn has the form 

Qmn = y^TT— (Vrc + l£m,n+l + V^m.n-lJ ( 5a) 

= A (Vn+lSm,n+1 + y/n^m,n-i) ( 5b) 

We will display the results for the case in which the initial state has no phonons 
(zero temperature), and intermediate states have up to two LO phonons. To 
simplify notation, we write the Green's functions matrix elements as Gn,m (hj), 
where (n, TO) label the phonon states, and (i,j) label the electron states localized 
at sites i and j. We use Q,n = (n+ 1/2) TUJJ0, and repeated indices to indicate 
summation over the sites from 0 to N+l, or over phonon number. The results for 
this simple case are summarized below. 

{Sik - G°0fi (I,k) n°) GV (*, ß) = G°,0 (/, ß) +G% (I, k) 7A- (1) .G,,m (k, ß) ( 6a) 

(Sik -G\A (I,k)Ü') Ghm (fc,ß) = G°, (/,ß) ( 6b) 

+G°, (/, k) ■ 7A [(1) G0,m (*, ß) + V2G2,m (k, ß)) 

(Skj - Git (k, j) Ü2) G2,m (j, ß) = G°2a (k,ß)+ G°2j (k,j) yAV2Ghm (j, ß)  ( 6c) 

From this point, matrix manipulations yield the vector G2,m (k, ß) in terms of 
Gi,m (k,ß). We also find Go,m (k, ß) in terms of C?iiTn (k, ß), which enables us to 
get a matrix equation for the G\,m (k, ß). Solving these matrix equations , we can 
finally find the matrix element for the Green's function between sites (a, /?), with 
the phonon states making a transition from zero phonons to m phonons. Taking 
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the ratio of this matrix element to the the Green's function without phonons, we 
define the transmission amplitude as: 

.     _ G0,m(a,ß) .   . 
G0,o{a,ß) 

In conclusion, this research has incorporated a linear coupling to phonons of 
the electrons in a tight-binding picture which are propagating in multiply con- 
nected quantum wires. Comparisons are made for the case of zero initial phonons 
and three final phonons in Figures 1 and 2, for magnetic flux ratios of 7r/4, and 
?r/2, respectively. By comparison with the zero-temperature case (Figure 3), there 
is a greater effect on the transmission due to phonon coupling than was reported 
by [6]. More detailed investigations of these effects will be presented. 
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Figure 1. Transmission vs. Energy for 
zero initial phonons and three final phonons. 
Magnetic flux ratio = n/4. 
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Nonlinear  Evolution  of the  Dyakonov-Shur  Instability 
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The nonlinear evolution of the Dyakonov-Shur instability is considered in the case of small 
increment.lt is shown that a shock wave will be formed with the discontinuity of the 
electric field The coordinate where the discontinuity occurs does not depend on the initial 
conditions whereas the time for achieving the shock wave state is determined by the initial 
amplitude of the fluctuation. 

1. Introduction. 

Dyakonov and Shur [1] considered the behavior of electrons in a short field effect 
transistor at a relatively small bias when electrons experience practically no collisions with 
phonons and impurities during the transit time. They showed that the electron gas will be 
unstable if the potential is fixed at a source and the current is fixed at a drain. Usually the 
growth caused by instability is restricted by nonlinearity.At the first glance,it seems that 
the amplitude of oscillations is proportional to the square root of the increment when the 
increment is small [2]. Well show that this is not the case for this instability. The 
amplitude will increase till the formation of a shock wave even at small increment. 

2. Basic equations. 

The hydrodynamic equations describing an electron fluid coincide with those for 
shallow water.We take a somewhat different initial system of equations which is 
completely equivalent to the system used by Dyakonov and Shur.We rewrite their 
equations for the flow ,j=CUv, and the two-dimensional charge density,Q=CU, where C is 
the gate capacitance, U=UgC-UT, UgC is the gate-to-channel voltage swing, UT is the 
threshold voltage,v is the drift velocity. 

^_+iUo (i) 
8t    9x 

3t    3x Q    2mC 
where e is the free electron charge,m is the electron effective mass. 
If we introduce a new function f determined as follows 

Q = C(L|^ + 1)U0 (3a) 
d x 

r)f 
j = C(v0-L—)U0 (3b) 

o t 
where Uo =mso^/e is the gate-to- source voltage swing, jo=CUoVo is the drain flux 
equation (l) will be satisfied identically. Substituting (3a) -(3b) into (2) we obtain 

^+^4Ä2
+[A2 + Ä2-|^e-P-2a-e-ß)I«|^]/(l-|^)) = 0 (4) 

9r    oq 2 dq dX 3 q       de, dx dc, 
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where t = ts0 ,   £ = (L-x)/L,exV(-ß) = (s2
0-vl)/s2

0 

Since it is possible to add any arbitrary constant to function f we can let f=0 at £=0. The 
boundary condition 3f/3r=0 will be satisfied automatically. Hence, our equation has to be 
solved with the boundary conditions 

f = 0       at    £ = 0     and   ^ = 0      at   £ = 1 (5) 

3.   Small difference between   drift and "sound" velocities . 

We'll analyze here the situation when the drift velocity,v0, is very close to the "sound" 
velocity,So,i-e., ß»l. In small signal limit we obtain for ß»l 

f(T,fc) = 2{expK(ß + 21n2)]cos(7^-T7ie*ß /2)-[l + £e"ß(ß + 21n2)/4]cos(7rte"ß 12)} 

exp[xe-ß(ß/2 + ln2) + g0-ß] (6) 
where g0 determines the magnitude of an initial fluctuation. The space dependence of the 
fluctuation has two regions .There is a sharp drop near the drain and then the slow change 
in the remaining domain of our device.As to the temporal dependence of our solution there 
is a slow growth of the magnitude. 

It follows from this small signal analysis that the fluctuation satisfying boundary 
conditions can be presented as a sum of a fast changing function, fr, of a coordinate with 
the characteristic scale 1/ß and a smooth part, fs, of the fluctuation 

f(T,|) = fr(T,|)cos(^-%neß /2)-fs(r,£)cos{mtß 12) (7) 
f S(T, |) = f r(r,0) + 2£exphß - z(T,l)] (8) 

where 

2exp[-ß-z(T,£)] = -^g^, (9) 

At small amplitudes, the nonlinearity related to the spatial derivatives of the rapidly 
changing function fr will be the most important. The first stage of time evolution can be 
described by the following approximate equation for fr 

2^fL2_afL ß_ afL = 

This partial differential equation of the first order which is valid for oVd £«1 can be 
solved analytically 

t, =-3xexp[-2p-2z(T,ö]-2f-t[1+6eXP(-Z))eXP(-P)/2d5=xp[G(ö-ßJ        (11) 

Function z satisfies the following functional equation 

z = -G(£ - x(l + 6exp(-z))exp(-ß) / 2) (12) 

where G is some function which is to be determined from the boundary conditions. 
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This solution tends to zero at £-->°° as long as 3ff/9 % tends to zero .For the 
determination of G, we consider the smooth part of the fluctuation ,fs, which contains 
fr(X,0) according to eq.(8). It follows from eq.(4) that fs can be obtained from an 
approximate equation 

f--2^ = 0 (13) 
dx     at, 

Substituting eq.(8) we find the following relationship for fr(x,0) 

= 4exp[-ß-z(T,l)] (14) 
afr(T,0) 

From eq.(9) and eq.(ll), we have 

^^) = {l + 3exp[-z(x^)]}exp[-2ß-z(x^)] (15) 

Substituting eq.(15) into eq.(14), we obtain the following relationship between boundary 
values of the function z 

[1 + 3exp(-z(t,0))]exp[-ß - z(x,0)] = 4exp[-z(x,l)] (16) 
which permits us to find z.We can now write a functional equation for z(x,0). Using 
eq.(12) we can find the dependence of z on X and ^ 

$ - {6exp[-z(x,£)] + l}exp(-ß)x / 2 = -g(-z(T,$)) (17) 
where g is a reciprocal function of G 

G(-(g(z)) = z (18) 
Taking eq. (17) at ^=0, we can find the dependence of X on z(T,0) 

t = 2exp(ß)(6e'z(T'0) + l)-1g(-z(-c,0)) (19) 
We can exclude now X from eq. (17) 

£ - (6e-z(T'^ + l)(6e-z(T'0) +l)'1 g(-z(x,0)) + g(-z(x,£)) = 0 (20) 
We know that g is a linear function in a small signal limit Hence let us define a new 
function gi which characterizes a deviation from the linear dependence 

g(z) = (g0 + z)/[ß + 21n(2)] + gl(z)   • (21) 
Substituting eq. (21) into eq. (20) we obtain 

(6e-z(x'°> + l)[(ß + ln4X$ + gi(-z(t,$))) + g0 - *(*£)] - (öe'2^ + l)[g0 - z(x,0) + 

(ß + ln4)gl(-z(x,0))] = 0 (22) 
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Evaluating eq. (22) at £=1, we obtain from eq. (16) the following equation for gi(z) 

(6e-z(T,0) + 1)[ln(1 + 3e-z(x,0)} _ Z(T)0) + (ß + ln4)gi (.z(t> 1})] + 6go[e-z(T'0) - e"2^] - 

(6e-2(x>1) + l)[(ß + ln4)gl (-z(t, 0)) - z(x,0)] = 0 (23) 
Since ß»l and, as a consequence, z(T,l)>> Z(T,0) we obtain the following solution 

gl(z) = {(l + 6ez)ln(l + 3ez) + 6ez(g0 + z)}/(ß + ln4) (24) 
Substituting eq. (24) into eq. (22), we find an equation for z(T,%) 

(ß + ln4)$ + (1 + 6e-z(T'^)[ln(l + 3ez(-x&) - ln(l + 3e-z(x'0)) + z(x,0) - Z(T,$)] = 0    (25) 
The dependence of the z on T and £ can be found from (19), (21), (24), and (25). 

4. Formation of a shock wave . 

In this section, we show that, at some time, the discontinuity of z should develop 
at certain coordinate. In other words,as it follows from eq. (3a) and (9) the electric field 
becomes discontinious at this coordinate. Let us find the coordinate when this discontinuity 
should first occur.The space derivative can be determined by differentiating eq. (25) 

ß + ln4 = {(6e-z(T'^ + l)[3e-z(t'^ / (1 + 3e'z(x'^) +1] + 6e-z(x'^[z(t,0) - 

z{x&) + ln(l + 3e-z(x'^) - ln(l + 3ez^0))]}^%^ (26) 

This derivative becomes infinite at zd which can be found from the following equation 

(1 + eZd /6)[3e"z« / (1 + 3e"Zd) +1] = zd - Z(T,0)- ln(l + 3e"Zd) + ln(l + 3e_z(x'0))        (27) 

This first happens first time at zdd where the derivative , 3zd/dz(x,0) is zero as well 

2 = 3(6e"Zdd)2+(6e"Zdd)3 (28) 
Solving this equation numerically, we find zdd=0.052.Using eq. (27) and (25), we obtain 
a coordinate corresponding to the formation of a weak shock wave 

(ß + ln4)$d = 1.654 (29) 
Hence it follows from our consideration that this coordinate does not depend on the initial 
conditions whereas time for achieving the shock wave state is determined by the initial 
amplitude of the fluctuation. 

I would like to thank M. Dyakonov and M. Shur for useful discussions. 
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Introduction 
The simulation of high frequency bipolar circuits requires an accurate modeling of the charge storage in the neutral base 

region [1]. Non-quasi-static (NQS) effects are indeed responsible for extra delay [2] and excess phase shift [3] in digital and 
analog circuits, respectively, due to the non-instantaneous charge redistribution in the base. This paper proposes a critical 
review of the existing approaches and introduces new models based on the resolution of the transport and current equations 
truncated to the second and third order. The model derivation is first recalled with the different truncation schemes and the 
device characteristics under study are given [4][5]. An extensive assessment is provided through large signal transient simu- 
lations with a special emphasis on the time-dependent charge distribution in the base. Finally, we compare several model pre- 
dictions of the magnitude and phase of the current gain (h2i) and of the transconductance (y2i). 

Model derivation 
For the sake of simplicity, recombination is neglected and bandgap narrowing is not taken into acaount. The inclusion 

of these two important ingredients is however straightforward [6]. An exponential base doping level is assumed, 
Na(x)=Na(0).exp(-T).x/WB) where x=0 defines the emitter edge of the quasi neutral base and WB the thickness of the base 

layer. The Laplace transformation with respect to time is used to reduce the electron current and continuity equations in a p- 
type quasi-neutral base as follows : 

p£{n(x,t)} 

£{jn(x,t)} 

j   d£{jn(x,t)} 

q dx 

q-Dn   d £[n(x,t)Na(x)] 

(1) 

(2) 
Na(x) dx 

where p and L are the Laplace variable and operator, respectively. Relations (1) and (2) can be iteratively solved to obtain the 
two-port equation given by: 

(3) 

where I0, IE and Ic represents the saturation, emitter and collector currents while VBE and VBC are the base/emitter and base/ 

collector voltages. In forward active mode, only An(p) and A21(p) are significant, and are defined by the following terms: 

(4) 

(5) 

IE(P)" - I  . 
An (p) A12(p) L{e BE     -1} 

Ic(p)_ 
'o A21 (p) A22 (p) 

L{e BC    -1} 

An(p) = -y-   J + zcoth(z) 

y- exp 
A21 (p) sinh (z) 

where y ■■ exp (r|) -1 and z */4 - 2/>T, with tP = WR/ (2D ) is the usual forward transit time.Table I summarizes the 
Tiexp(n) 

various truncation schemes used in the present work (1st, 2nd and 3rd order) and also reports the approximations made in the 
derivation of other approaches of the charge dynamics. 

Model analysis 
The inspection of the current relations expressed in the Laplace domain (table I) reveals a rigourous expansion of our 

models to 2nd and 3rd order without combining the numerator and denominator of the transfer function. The corresponding 
time dependent expressions for terminals currents have been implemented in the ELDO circuit simulator [7]. In order to 
exercize our modeling approach on a realistic technology, comparisons have been carried out with two dimensional simula- 
tions and measurements performed on bipolar transistor of the QuBIC process [5]. Fig. 1 presents the static characteristics 
and the corresponding measured currents. 

Large signal results 
Fig. 2 compares the transient response of the collector current given by each model in forward active mode. As 

expected, no delay in the collector current is predicted by the Gummel-Poon [8] model while the PCB [9] model exhibits an 
unphysical undershoot for fast input transients. The inductance model [10] gives collector current variations in relatively 
good agreement with the exact solution, but still overestimate the collector current rise time. The second and third order 
approaches presented in this paper demonstrate the best accuracy among the discussed models. Fig. 3 and 4 show the time 
dependence of the transient charge flowing through the emitter terminal normalized to the total transient base charge for 
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different VBE rise times. Only the inductance, 2nd and 3rd order models give a non constant charge ratio Qne(t)/Qn(t). 

Although the discrepancy remains large between the exact numerical calculation, and the different models, the 3rd order 
model predicts the most accurate transient charge sharing. 

Small signal results 
Fig. 5 and 6 present the magnitude and the phase of the small-signal current gain (h21) predicted by the different mod- 

els, and compare to the exact numerical calculation, in the case of a non constant base doping profile Cn=8). Beyond the cut- 
off frequency, the 2nd order and inductance models demonstrate analogous variations that are typical of a second order sys- 
tem but only the third order model gives a close agreement with the exact calculation. The major improvement of the 2nd and 
3rd order model is provided for the magnitude and phase of the transcondutance (y2j), as illustrated in Fig. 7 and 8. 

Conclusion 
In summary, 2nd and 3rd order NQS models have been derived and implemented in ELDO. For large signal analysis, 

these models provide the best description of the non-quasi-static delay in the bipolar device under study. In the small signal 
domain, a better description of the transconductance is provided through modeling approaches corresponding to real 2nd and 

3rd order systems. 

Models 

Gummel 

[8] 

PCB [9] 

Inductance 
[10] 

First Order 

Second Order 

Third Order 

Truncation scheme in the Laplace domain 

{e BE    '-!} Ic(p) = rexp(B).io.£{e 

Ic(p)-T-«p(l)-[l-J-Z2]-Io-^eV,E/V,-l> 

E(P) = -r[= + i + |z2]i0A 
BE'     l      . ■, e -1} 

IC(P) 

yexp (3) ■\0L{t 

lE(p) = _Y.[n+1+|.z
2].i0.^{e

v-/v'-i} 

Y-exp(a) v 

IE(P) = pp] ' 

•i} 

r       VBE/V. ■0L{e BE    •-!} 

Up) 
7-exp(2 

-H-iM 
■\0-L{t -1} 

IE(P) =         l 1 10 ■ Me 

l2+rr+iö-r 
•i} 

yexp 

UP> 
(?) 

H^m^sm*'] 
■\0L{t       l-i} 

UP) n— ..i -——,  ,,,,_,.,,,   -1 

D 
l  _2    1   „A     l    „e 

1 + ^Z+WZ + —-z6l 2520      J 

Xe   '-1 

Table 1: Various Taylor's developments of the matrix terms, for small z 
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Introduction 
A novel physical vapor deposition (PVD) process for creating a wide variety of thin film and 
electronic packaging materials is being developed at the University of Virginia [1-2]. It combines 
supersonic gas (typically He) jets together with electron beam and/or resistive evaporation to 
create and transport vaporized materials for deposition onto thermally decoupled substrates. 
Operating at relatively high pressures (0.1-10 Torr), the inexpensive mechanically pumped system 
exploits high velocity inert carrier gas streams to entrain and directly transport evaporants to a 
wide variety of substrates. The high background pressure together with the controllable velocity of 
the vapor provides a new flexibility for uniformly coating large nonplanar substrates at extremely 
high rates with close to theoretical materials utilization efficiencies and at sometimes considerably 
lower substrate temperatures than those normally used during conventional PVD or chemical 
vapor deposition processes. 

The principles of this new directed vapor deposition (DVD) system are described here and the 
basic relationships between deposit uniformity, structure, and controllable process conditions are 
outlined. Preliminary results from vapor deposition trials for nonhydrogenated a-Si and Cu are 
presented and discussed. The <z-Si experiments have been motivated by the need for inexpensive 
thin film transistors and terrestrial large area photovoltaics. The copper study explores the 
potential of the DVD method to deposit low resistivity, electromigration-resistant interconnects in 
microelectronic packages [3]. 

Directed Vapor Deposition System and Process Parameters 
The primary configuration of the DVD system (Fig. 1) utilizes a focussed, usually inert gas flow 
(e.g. helium) and a continuously operating e-beam gun to evaporate and deposit metal and 
semiconductor vapor. The small diameter (0.4 mm), high energy (60 kV) design of the system's e- 
beam makes possible high rate evaporation of a wide variety of materials in an unexplored low 
vacuum processing environment, 10"3 - 10 Torr. In the DVD system, target material can be 
evaporated either within or just beyond the exit of the carrier gas nozzle. Once evaporated, the 
target material is rapidly entrained in the gas flow, accelerated towards the substrate, and 
efficiently deposited on the substrate 

To operate in a low-vacuum gas jet environment, the e-beam gun employs a specially designed 
gun column which prevents excessive gas flow from the low vacuum processing chamber to the 
high vacuum e-beam generation and focussing column while permitting free, undiminished 
propagation of the e-beam to the target for evaporation. Given the e-beam's sharp focus and the 
short propagation distance to the evaporant source, efficient heating and evaporation of many 
different feed stocks from a water-cooled rod-fed crucible or wire feed mechanism is possible in 
processing pressures up to 10 Torr or higher.' 
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The gas flow system (Fig. 1) has been designed to produce repeatable, high quality materials 
synthesis conditions. Once the high purity carrier gas (e.g., six 9's He) leaves the compressed gas 
cylinder, it passes through a gettering system to reduce oxygen and moisture levels below one part 
per billion. From the purification system, the gas flows into a mass flow controller calibrated for 
helium and capable of controlling flows of 2.5 - 200 standard liters per minute (slm). From the 
mass flow controller, the gas passes into a settling chamber before being routed down the gas flow 
tube, through a nozzle, and into the material processing chamber. The pressures in the settling 
chamber and the processing chamber are monitored using gas independent capacitance manometer 
gauges. The pressure in the settling chamber relative to the pressure in the processing chamber can 
be varied by adding nozzles onto the end of the gas inlet tube or by opening and closing a throttle 
plate located between the processing chamber exit and the chamber pumping unit. 

Electron gun 

Gas purification system 

rr\ 

High vacuum 
► pumping unit 
(10-5-1(r7Torr) 

Electron beam 

Compressed 
helium cylinder 

Gas inlet tube 

Vacuum gauge 

Processing chamber (10-3 - 5 Torr) 

Infrared 
heater 
lamp 

assembly 
(RT-SOOOfc) 

,  Reactive gas     . 
linjection system J 

T 
Rotating, translating „ 

„   .. . ,   H    substrate holder    ' Continuous metal, alloy, 
or ceramic feed 

Chamber 
pumping 

unit 

Throttle 
plate 

Fig. 1   The primary DVD configuration combines a purified gas flow with evap- 
orant from an e-beam source to enable high rate vapor deposition. 

For the a-Si deposition experiments, a solid bar (5.08 cm diameter x 2.54 cm length) of 
phosphorous-doped (0.1 ß-cm resistivity) single-crystal silicon ingot was used. The a-Si 
experiments were performed using He flows of 5 and 40 slm. These gas flows led to settling 
chamber/processing chamber pressure ratios of 4.6/1.1 Torr and 2.6/0.1 Torr respectively. 
Assuming isentropic flow of fully compressible gas, the Mach number for the 4.6/1.1 Ton- 
pressure differential is approximately 1.5, while the Mach number equals 2.8 for the 2.6/0.1 Torr 
pressure differential. Combined with e-beam powers in the 250-500 W range these gas flows 
deposited silicon vapor on unheated stationary glass substrates. Cu films were deposited on flat 
stationary glass slides for 30 min at a Mach number of 2.08, chamber pressure of 1.11 torr and a 
He gas flow rate of 20 slm. The gun wattage was 1.6 kW and deposition was conducted at either 
room temperature (T/Tm = 0.22), 250°C (T/Tm=0.38), or 500°C (T/Tm=0.57). 

Results 
Amorphous Si: Optical transmission and reflection analysis were used to determine the a-Si 
thickness and deposition rate. Measurements in the 0.6 - 2.4 \im wavelength range were made 
using a Cary 5E two-beam spectrophotometer. Film thicknesses were calculated in the normal way 
from interference fringe patterns observed in the weak absorption portion of the spectrum. 
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Deposition rates ranging between 0.02 and 0.44 um/min were observed; the highest rate resulting 
from the 40 slm run with a substrate-to-source distance of approximately 10 cm and an electron 
beam energy of 500 W. The maximum thickness of deposit was 3.1 |xm over approximately a 12.9 
cm2 region. The optical transmission spectra from several films were used to calculate the thin 
film absorption spectrum. Measurements of a PECVD hydrogenated a-Si (15% hydrogen) were 
made using the same spectrophotometer on material supplied by Xerox PARC. As expected, the 
absorption edge for the DVD a-Si thin films is shifted to lower energies relative to the PECVD 
hydrogenated a-Si since the DVD material is not an a-Si:H alloy. As a result, the absorption 
characteristics of the DVD material are very similar to those of crystalline silicon for energies 
greater than 1.4 eV. Since the dangling bonds in the DVD a-Si are not passivated, there is a large 
density of near bandgap edge states. Using the technique of Amer and Jackson we estimate this 
concentration of defects to be 1018 cm"3 [4]. The defect density in evaporated nonhydrogenated a- 
Si is approximately 1019-1020 cm"3. 

The microstructure of several films was also investigated using transmission electron microscopy 
(TEM). The microstructure contains many clusters ranging from 20 to 300 nm in size. In addition, 
microvoids can be found surrounding the clusters; the material's porosity is approximately 1.0%. 
Diffuse rings in selected-area diffraction (SAD) patterns indicate that the DVD Mach 1.5 films are 
completely amorphous. However, several microcrystalline structures were observed in the TEM 
images of the films deposited at 5 slm. This suggests that some microcrystalline nucleation can be 
achieved without substrate heating when the average carrier gas velocity and thus particle impact 
energies are increased. This initial result is encouraging for the future deposition of low- 
temperature polycrystalline silicon. 

Cu: Microstructural analysis of the deposited Cu films was performed using plan-view and cross- 
section scanning (SEM) and transmission (TEM) electron microscopy, Auger electron 
spectroscopy (AES) and X-ray diffraction (XRD). 

For all of the copper experiments, the deposition rate ranged from 1-5 |im per minute. SEM 
studies revealed that Cu films deposited at room temperature (T/Tm = 0.22) had a classic zone I 
structure with the formation of tapered columns and intercolumnar porosity. Random nucleation of 
columns occurred near the bottom of the foil with subsequent growth of only the favorably 
oriented columns (which increased in diameter with increasing thickness). Increasing the 
temperature to 250°C (T/Tm = 0.38) and 500°C (T/Tm = 0.58) increased the lateral diffusive flux 
resulting in zone T and zone U microstuctures respectively. With increasing temperature the 
columns increased in diameter and consisted of parallel elongated grains (formed due to granular 
epitaxy) with a diameter of 0.6 u.m and 2 u.m in the 250°C and 500°C respectively. Interestingly, 
intercolumnar porosity (a classic zone I feature) was observed in both of these zone T and zone U 
films indicating discrepancies with the 'structure zone model' [5]. Zone I/zone T transition was 
observed to increase with increasing thickness and deposition rate. Intercolumnar voiding in all of 
the samples was attributed to shadowing effects and the void fraction was observed to decrease 
with decreasing thickness and increasing temperature. A {111} texture which initially increased 
with temperature was observed. This texture is believed to form due to the lower surface energy of 
the densely packed {111} planes. On increasing the temperature to 500°C an unexpected {110} 
texture was detected. The reason for the formation of such a texture in this sample is not known 
but such a texture has been reported in both Cu [6] and Ag films [7]. 

TEM studies (Fig. 2) show that at ambient temperature significant porosity exists within the 
deposits. Raising the deposition temperature to 500°C nearly eliminates this problem. Monte Carlo 
simulations have shown that this arises from enhanced adatom diffusion [8]. Cross-section TEM 
of the sample deposited at 250°C revealed extensive twinning on the {111} planes. This is a result 
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of the deposition process as vapor atoms falling on a {111} plane have a choice of two (FCC and 
twin) low energy sites. Molecular dynamics simulations [9] predict the experimentally observed 
twinning in Cu. AES results indicated that the deposited film contained approximately 500 ppm of 
O (comparable to the feed stock material) suggesting that high purity materials can be synthesized 
using this low vacuum process. 

Fig. 2 Planview TEM images of Cu films deposited at settling chamber/processing chamber 
pressures of 11 Torr/1.11 Torr, Mach 2.08, and a gas flow rate of 20 slm. Deposition 
was done for 30 minutes at (a) ambient temperature and (b) 500°C. 

Conclusions 
A directed vapor deposition system has been developed and used for nonhydrogenated a-Si and Cu 
deposits. Both materials created using DVD show promising electronic material properties. The a- 
Si specimens were deposited at high rates and showed signs of microcrystalline structure even 
though deposition occurred at room temperature. Cu deposition results demonstrate the ability of 
substrate heating to improve film quality. Still, the microstructure and morphology of DVD Cu 
was different than predicted by the traditional structure zone model suggesting that a modified 
structure zone model should be developed for this system. The Cu results also suggest that 
variation of carrier gas momentum combined with limited substrate heating could lead to further 
Cu film quality improvements and possibly polycrystalline Si deposits at reduced temperatures. 
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Extended Abstract 

Source and drain ohmic contact quality in MODFET's is of critical importance to 
the performance and long-term stability of the devices. In alloyed AuGe based con- 
tacts, concern is mainly focused on reducing contact resistance as much as possible 
and having sufficiently well controlled indiffusion to ensure contact with the active 
2DEG channel. Since the indiffusing metallization front has just a few hundred 
Angstroms to go before reaching the active channel, lateral diffusion at the periph- 
ery of the contact can usually be neglected on the assumption that no enhanced 
diffusion is expected over the significantly larger lateral dimensions of the devices. 
Such an assumption may be justified in uniform structures, where the indiffusing 
front encounters no interviening boundaries to reach the active channel, but in the 
case of multilayered structures, where the front encounters successive boundaries 
of varying diffusivities, the assumption is not valid. In this case, lateral diffusion 
along one or more interface boundaries may become signficant enough [1,2] to alter 
the lateral dimensions of the device. 

In this work we have investigated the source-drain contact formation on AlInAs/ 
InGaAs/InP doped channel MODFET's (Fig. 1) of the AuGe/Au and observed 
significant lateral diffusion of the AuGe/Au/Ni system in this structure at the usual 
annealing temperature range of 300 to 400° C. Auger depth profiling of the contacts 
(Fig. 2) revealed that the indiffusing front (primarily Au) penetrates the AlInAs 
layer (250Ä) of the surface, but accumulates at the second deeper AlInAs layer of 
the structure. Once Au (with probably some traces of Ge) is accumulated at the 
AlInAs layer, enhanced lateral diffusion occurs, with clear signs of encroachment 
as shown in Fig. 3. Both Ni containing and Ni-free contact systems had similar 
behaviour in terms of lateral diffusion. In order to avoid such effects and yet keep 
the contact resistance low, a low temperature annealing cycle was developed that 
resulted in equally low contact resistance (« 0.10 ß-mrn) and no lateral diffusion. 
The doped channel MODFET's fabricated using the low temperature annealing 
cycle gave record transconductances over 700 mS/mm and drain currents of 950 
mA/mm, Fig. 4. 

1. H. Goronkin, S. Tehrani, T. Remmel, P. Fejes, and K. Johnson, IEEE Trans. 
Electron Devices, Vol. 36, p. 281, (1989). 

2. D.W. Langer, A. Ezis, and A.K. Rai, J. Vac. Sei. Tech., B5(4), p. 1030, (1987). 
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Fig. 1. Doped Channel MODFET Structure. 
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Fig.   3.   SEM Picture of 0.5 microns MODFET annealed at 300°C showing significant 
lateral diffusion. 
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Very low Resistance Multi-layer Ohmic Contact to n-GaN 
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A new metallization scheme has been developed for obtaining very low 
ohmic contact to n-GaN. The metallization technique involves the deposition 
of a composite metal layer Ti/Al/Ni/Au (150A/2200Ä/400Ä/500Ä) on n- 
GaN. With annealing at 900 °C for 30 sec, contacts with specific resistivity 
values as low as ps=8.9xl0"8 Qcm^ for a doping level of 4x10^ cm"3 were 
obtained. The specific resistivity was found to vary inversely with the doping 
level of the GaN sample. The physical cause underlying the realization of a 
very low contact resistivity is described. 
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Modeling of Dielectric Film Deposition 
by Laser CVD 

Ji-Ho Ryoo, Jong-Kwan Kim, Yung-Kwon Sung 
Department of Electrical Engineering, KOREA Univ. 

Abstract - A new deposition mechanism of SiCh film deposited by ArF(193nm) excimer laser with Si2H« 
and N2O gas mixture is introduced. A modeling based on the new deposition was established using 
deposition rate and refractive index by suggesting new precursors and film deposition mechanism. In this 
study, the deposition rate was first measured at the various conditions, such as source gas ratio, chamber 
pressure, substrate temperature, laser beam power and beam height, so as to make a new model The 
simulated results were compared with the experimetal results. Trailblazing studies on modelling of SiCh 
film formation were carried out by suggesting two precursors such as S1H2O and SiEbOH, which almost 
contribute toward surface bonding and can be produced through photolysis and collision with N2O and 
any other gas molecules.PI This simulator based on the new model, makes it possible to predict the 
deposition rate under various condition successfully and this model has a advantage, in that it helps to 
understand the film deposition process more concretely. 
1. Experiment 
Fig. 1 shows the set-up diagram of Laser CVD apparatus, which consists of ArF excimer laser, 
reaction chamber, source gas supplier, substrate heater and vacuum pump. The wavelength of ArF 
excimer laser is 193nm. The beam was irradiated parallel to the substrate in the range of 0.4mm and 3mm 
so that the precursors and radical oxygen can be attached to the surface by diffusion. The Laser power 
was about 100 mJ/pulse and the repetition rate was 50Hz. The energy of Laser was condensed to 1 J/ 
cm* • pulse by focusing. Source gases were SfcEfe and N2O, and N2 was used as a carrier gas. The gas 
flow rate was controlled by flow meter and the chamber pressure was controlled by a throttle valve. 
2. Theoretical Study 

In order to analyze the mechanism of film deposition, the following issues need to be considered ; 
i) source gas transport mechanism, ii) photolysis & reactants diffusion mechanism, iii) surface 

adhesion mechanism. 
11 Source gas transport mechanism!*] 
The gas-phase reaction of the source gas is negligible in this condition since the residence time of 

molecules is very short and source gases are diluted with N2 carrier gas. In fact, no film deposition was 
observed without laser beam experimentally, and hence it is assumed that there is no reaction until 
source gases are transported to the beam 
2) Photolysis & reactants diffusion mechanismPlPlPlPlPltioi 
When using 193nm ArF laser, the most dominant reaction is 

Si2H6 + hv(193mn)— Sah + Sfflb + H 
and it produces products which contribute to surface reaction. Si2H6 source gas can be directly 
decomposed by 193nm ArF laser, so the amounts of reactants are produced in proportion to laser beam 
power and chamber pressure. 

Produced reactants = photon flux x o x n o : photo absorption cross-section (3.4 x io"is cm*) 
n: Si2H6 molecule concentration (cm-3) 

N20 + hv-»N20* N20'+N20*->N20 + N2 + 0* 
Sfflb+ N20* — SiH20 + N2 Silt + taO" — SiHsO + N2 
SfflbO + SffiU -* SiHsOH + SiHj 

However, as it can be seen in Fig. 2, intermediates(SiH2, Silt, SfflbOH) have to collide with other gas 
molecules(N20, N2O, SiH«) for producing precursors(SiH20, SfflbOEQPIP] 
When the reactions are diffused down to the surface, the convection flow on the surface reduces the 
surface reaction, as be seen in Fig. 3. It shows flow direction of surface adsorption and convection flux. 
While solving diffusion equation, this effect should be considered to make simulated results more 
accurately. A common diffusion equation is as follows;Wi»i 
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(3) Surface adhesion mechanism 
Fig. 4 shows the overall procedure of surface reactions by two precursors of S1H2O and SilfcOH. As a 

first step, the precursors produced through photolysis and collision can cling to hydrogenated surface 
by substitution for Si-H bond. In addition, the radical oxygen produced by collision with N2O provides 
the film with sufficient oxygen and plays a role as a bridge oxygen between precursors to enhance the 
film deposition. To analyze quantitatively this surface reaction, impingent flux for surface reactants 
was considered, it was assumed that the deposition rate is in proportion to the collision number of 
precursor to surface during unit time.PH4] The effect on deposition rate by substrate temperature was 
also considered by adapting Arrhenius equation. Finally, the equation for the growth rate was obtained, 
as follows.!'] 

,,^v,->      v: thermal velocity 
<<£>>=      n': film density Growth rate =  exp(-£a / kT) 

4 a: probability to 4w' 
stick to substrate 

3. Results and Discussion 
Deposition rate decreases as space between the beam and the substrate becomes more distant, as seen 
in Fig. 5. Unfortunately, the experimental results happen to differ from the simulated results from 2mm. 
This discrepancy is thought to be due to an inverse reaction and short life time of surface reactants. In 
the following experiments, the beam space is fixed to 0.4mm in order not to consider inverse reaction 
and life time of oxygen radicals. Fig. 6. shows the deposition rate as a function of source gas 
ratio(N20/Si2H6). Deposition rate has a peak about at the gas ratio of 100, which seems to be due to 
over 40 times smaller photo-absorption coefficient of N2O than SOU and short life time of radical 
oxygen.!*] The simulated results, which are based on the theory suggested in this study, are in good 
accordance with the experimental results. Refractive index of SiOs film according to gas 
ratioCNzO/SizHs) is shown in Fig. 7. As gas ratio increases, refractive index comes close to 1.46, 
stoichiomertric value. These results demonstrate that Si-rich film is deposited at low gas ratio and on 
the contrary, good quality film can be formed at high gas ratio. Fig. 8. also indicates that as gas ratio 
multiplies, oxygen composition increase and hydrogen composition decreases to form a better film. 
Deposition rate as a function of chamber pressure is shown in Fig. 9. As pressure increases, deposition 
rate also increases linearly, which is due to the increase of intermediates decomposed by photolysis. To 
derive the activation energy, the deposition rate was measured by varing substrate temperature from 
150°C to 250 X^ every 50 V apart. Fig. 10. shows an Arrhenius plot. The activation energy at low 
temperature(<200t) may be 0.22eV from two points, but at the high temperature(>200 V) the 
activation energy is 0.6 leV. This phenomena indicates that the thermal effect cannot be neglected at a 
high temperature. Fig. 11. shows the deposition rate as a function of laser power. In the experiment, 
deposition rate increases linearly with laser power. This is also in good accordance with simulated 
results based on direct dissociation. 
4. Conclusion 
A new model on film deposition by Laser CVD was suggested based on three mechanism : source gas 

transport mechanism, photolysis & reactants diffusion mechanism, surface adhesion mechanism. 
After the experiment was carried out under various conditions, such as gas ratio, chamber pressure, 

substrate temperature and beam height, the simulated results were compared to the experimentai 
results in order to establish more accurate model for Laser CVD. 
Finally, this simulator based on the new model, makes it possible to predict the deposition rate under 

various condition successfully and this model has a advantage, in that it helps to understand the film 
deposition process more concretely. 
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Spontaneous formation of ordered nanostructures on crystal surfaces is at present 
a subject of active research. One mechanism of formation is faceting where a pla- 
nar surface rearranges to a periodic hill-and-valley structure in order to decrease 
the surface free energy [1]. Faceting was observed for surfaces vicinal to Si(lll) [2], 
GaAs(lOO) [3], for high-index surfaces of Si [4], GaAs [5], etc. Heteroepitaxial growth 
on faceted surfaces may result in formation of corrugated superlattices [5]. 

The theory of Ref. [1] shows that a crystal surface with an arbitrary orientation 
rh is characterized by two intrinsic parameters, the surface free energy 7(111) and the 
intrinsic surface stress tensor r,-j(m). The latter implies that even the surface of a 
homogeneous crystal may be considered as intrinsically stressed one. For a faceted 
surface, the discontinuity of the intrinsic surface stress tensor r^ at the edges between 
neighboring facets creates a long-range strain field. The free energy of a faceted 
surface, defined per unit area of the reference fiat surface with the normal n, is a sum 
of three terms: E = EFACETS + EEDGES + AEEL- Here EFACETS is the free energy of 
tilted facets, EFACETS = A'1 /7(rh)(rh-n)_1fL4, the term EEDGES is the short-range 
energy of edges, and AEEL is the change of the strain energy due to elastic relaxation, 
termed below "elastic relaxation energy". It was shown in Ref. [1] that if the quantity 
7(rh)(rh • n)_1 attains its minimum for m 7^ n, the planar surface is unstable and 
rearranges to a periodic structure of facets. 

Another mechanism of spontaneous formation of nanostructures is associated with 
initial growth stages on lattice-mismatched substrates. Then the planar surface of the 
deposited material which is stable without external stress, becomes unstable against 
long-wavelength corrugation under external stress, e. g., caused by lattice mismatch 
with the substrate [6]. This instability results in formation of coherent strained islands 
on the bare substrate for Volmer-Weber (VW) growth or on the wetted surface for co- 
herent Stranski-Krastanow (SK) growth [7]. Formation of islands leads to a reduction 
of the strain energy and to an increase of the surface energy as compared to the planar 
case. The former is proportional to the volume of the island, and the latter is propor- 
tional to the surface area of the island. If the size of an island exceeds a critical size, 
further growth of the island becomes energetically favorable. It is generally assumed 
that, if the material supply is interrupted, the further growth of large islands occurs 
at the expense of the evaporation of smaller islands. Islands thus undergo ripening. 

Heterophase growth via formation of coherent islands was studied in Ge/Si(100)- 
systems [8], and, more recently, in InGaAs/GaAs(100)-systems [9,10]. Surprisingly, 
experiments show in most cases rather narrow size distribution of islands [9,10] which 
does not follow from SK or VW growth modes themselves. Besides that, it was reported 
in Ref. 10 that coherent islands of In As form, under certain conditions, a quasi-periodic 
square lattice. The lateral periodicity and the island size do not change with time. 

Here we study the energetics of an array of coherent strained islands under the 
constraint of the fixed amount of the deposited material, assuming that all deposited 
material is assembled in islands. We will show that a periodic array of identical islands 
corresponds, under certain conditions, to the total energy minimum. 

The change of the total energy due to the formation of a single island is equal: 

AEISL = A£'FACETS + EEDGES + &EEL ■ (I) 
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Here AEFACETS = I 7(1x1) (rh • n)_1 —7(11) dA. Since the (001) surface of the 
deposited material without external stress is stable against faceting, the quantity 
7(1x1) (m-n)~ attains its absolute minimum for m = n = (0,0,1). Then appear- 

ance of tilted facets leads to AEFACETS > 0. Besides the cusped absolute minimum 
for the (001) surface, 7(1x1) (rh • n)~   may have cusped local minima  for some other 
facets [11], e. g. for 4 equivalent facets: (kOl), (Okl), (kOl) and (Okl), where the surface 
energy 7(1x1) is equal for these 4 facets. Then, under a range of conditions, the mini- 
mum of AEISL corresponds to an island bound by (kOl), (Okl), (kOl) and (Okl) facets, 
e. g. to a pyramid or to an elongated prism. 

The second term in Eq.(l), EEDGES, is the short-range energy of edges. The third 

term, AEEL-, is the elastic relaxation energy. For lattice-mismatched systems with 
edges, there are two sources of the strain field, i) the lattice mismatch eo = Aa/a (a 
being the lattice spacing) and ii) the discontinuity of the intrinsic surface stress tensor 

Tij at the edges. Then AEEL is a quadratic function of eo and r. The dependence of 

AEEL 
on the size of an island L is determined by scaling properties of the equilibrium 

equations of the elasticity theory [12]: 

AEEL = -fi&0)\4L3-f2Me0TL2-f3(<p0)jL\n(^) . (2) 

Here A is a characteristic elastic modulus, geometric factors /1, /2, fz are functions 
of the tilt angle of facets </?, and </?o = tan-1 (&//).   The first term in Eq.(2) is the 

contribution of the lattice mismatch to the elastic relaxation energy, AEEL- The 
second term which is proportional to the surface of the island, is the mismatch-induced 
renormalization of the surface energy. The third term is the contribution of the edges 

to the elastic relaxation energy, AEEL.   We consider islands of the size larger than 
the critical one, the first term in Eq.(2) being the dominant contribution to AEEL- 

We have calculated AEEL for different shapes of an island and have shown that the 
square-based pyramid is energetically more favorable than the elongated prism, i. e., 
the "quantum dot" is more favorable than the "quantum wire" [13]. 

For a dilute system of islands, the elastic interaction between islands via the strained 
substrate may be neglected. Then, substituting AEEL from Eq.(2) into Eq.(l), sum- 
ming contributions of identical pyramid-shaped islands, one obtains the energy of the 
dilute system of islands per unit surface area as follows: 

EDIL = 6Qa cot v?o - /i(v»o)Aco 

7(yo)secyo-7(0)- /2(y>o)Te0       7?/4(y?0)       T
2/3(y0)       /  L 

L L2 XL2       nV27ra 
(3) 

Q being the amount of the deposited material in units of monolayers. The first term in 
Eq.(3) yields the contribution of the lattice mismatch to the elastic relaxation energy, 

AEEL. The second term is the renormalized surface energy of islands. The third term 
is the short-range energy of the edges of islands, rj being the energy per unit length of 
the edge. The last term, which is the contribution of the edges to the elastic relaxation 

energy, AEEL ~ — L~2 In L, always has minimum as a function of L. 

We introduce the characteristic length, L0 = 27re1/,2aexp f4(iPo)(f3{<r'o))~1V^T~2 ■> 

and the characteristic energy per unit area, Eo = 3Qa cot(/?o/3(<r)o)7"2A-1Lö2. Then 
we may write the sum of all L-dependent terms in the energy E(L) as follows: 
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FIG. 1. The energy of the system of coherent strained islands versus the size of islands. 

The control parameter a is equal: 1) a - -0.5; 2) a = 0; 3) a = 0.5; 4) a = 1; 

5) Q = 2e"1/2« 1.213; 6) a = 1.4. 

E{L) = E0 - 2 
L 

In 
2a   /L0 

+ eV2 V L 
(4) 

where the control parameter a is the ratio of the renormalized surface energy and of 

the contribution of edges to the elastic relaxation energy, AE (2), 
EL- 

a ~f((p0) sec (^o - 7(0) - f2{(fio)rt0 /3(^o)r2 (5) 

As it is noted above, 7(970) sec ip0 — 7(0) > 0. However, due to mismatch-induced 
renormalization of the surface energy, — f2(<po)Te, parameter a can be of either sign. 

Fig. 1 displays the dependence of E on the length L for different values of a. If 
a < 1, there exists the absolute minimum of the energy E(L) at the optimum size of 
pyramids Lopi, and Lopt increases with a. On the other hand, the ripening of islands 
would correspond to L —» 00 where E(L) —> 0. It means that the system of islands of 
the optimum size Lopt is a stable array, and islands do not undergo ripening. 

If 1 < a < 2e~1/2 « 1.213, there exists only a local minimum in the energy E(L), 
which corresponds to a metastable array of islands. If a > 2 e-1/2, the local minimum 
disappears. In both latter cases, the absolute minimum of the energy corresponds to 
L —>• co, i. e. islands exhibit the thermodynamic tendency to ripening. 

For a dense system of islands, the energy of elastic interaction between islands 
via the strained substrate, EJNTER-, becomes essential. The system of interacting 
islands is then a system of stress domains where the minimum of the strain energy 
corresponds to a periodic domain structure [14]. We have calculated the energy 
ETOTAL = EDIL + EJNTER for a ID periodic array of elongated prisms ("quantum 
wires") and for different 2D periodic arrays of pyramids ("quantum dots") and have 
shown that 2D square array of "quantum dots" with primitive lattice vectors along 
"soft" directions [100] and [010] is energetically the most favorable one [13]. It should 
be noted that in the case of submonolayer coverage, ID periodic arrays of wire-like 
elongated islands are more favorable than 2D arrays of islands of compact shape [15]. 
The difference of our results from those of Ref. 15 follows from the shape of individual 
islands which are essentially three-dimensional and have well defined side facets. 

The major term in the energy EJJ^TER f°r 2D arrays is the energy of effective dipole- 
dipole elastic repulsion between islands, which yields the positive contribution to the 
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energy ETOTAL(L) = EDIL(L) + EINTER{L). We have shown [13] that the absolute 
minimum in the energy ETOTAL{L) persists for dense systems, if the parameter a from 
Eq.(5) a < 0. The absolute minimum disappears with the increase of the coverage Q, 
if 0 < a < 1. In the latter case, islands undergo ripening. 

To estimate characteristic values of a, we substitute r « 100meV/A2, A « 

500meV/Ä3, L0 « 100Ä, a = 2.8Ä. The difference [7(1^0) sec <^0 - 7(0)] maY be of 

the order of w 5-lOmeV/Ä2. It follows then from Eq.(5) that the parameter a for 
a strongly mismatched system may become negative due to mismatch-induced renor- 
malization of the surface energy. If a < 0, then the increase of |e0|, e. g., by the 
increase of x for the heterophase systems InxGa1_rAs/GaAs(001), should result in the 
decrease of the size of islands Lopt. It agrees with experimental observations of Ref. 10. 

To conclude, we have shown that coherent strained islands on the lattice- 
mismatched substrate may form, under certain conditions, stable periodic arrays of 
equal-sized islands. For islands which are essentially three-dimensional and have well 
denned side facets, 2D array of "quantum dots" is energetically more favorable than ID 
array of "quantum wires". For islands on the (OOl)-surface of a cubic crystal, the 2D 
periodic square lattice with primitive lattice vectors oriented along the lowest-stiffness 
directions [100] and [010] is energetically preferred, due to the elastic anisotropy of cu- 
bic crystals. For practical systems, our theory predicts a narrow size distribution of 
islands and a periodic arrangement of islands in a 2D lattice as experimentally ob- 
served for the InAs/GaAs(001) system [10]. The dependence of the size of islands 
Lopt and of the period of the lattice D on the lattice mismatch e0 gives the possibility 
to control parameters of quantum dots by varying e0, e. g. by changing x for the 
InxGa1_xAs/GaAs(001) — heterophase growth. 
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The effect of lateral segregation of the Al and Qa atoms appeares when AlGaAs 
layers grow on a vicinal (001) face via Mobility Enhanced Epitaxy (MEE) [1]. This 
effect is employed for fabrication of tilted superlattices. In MEE of III-V compound 
semiconductors an atomic monolayer of one group is completed when the flux of 
another group elements is shut off. The completion of the atomic monolayer by Al 
and Ga in the absence of As strongly stimulates surface migration of the formers. 
The enhansed migration leads to Al and Ga segregation over the terrace plane. Less 
mobile Al atoms collect near an inner terrace edge (up step), while more mobile Ga 
atoms are forced out towards an outer terrace edge (down step). The kinetic of this 
phenomenon was investigated with the help of the stochastic model in [2]. 

We suppose that the difference in mobility of the third group atoms can cause 
their ingomogeneous distribution over a vicinal face during usual MBE process too. 
Consider the initial stage of MBE growth of the solid solution A^B^C* on the 
vicinal surface of AraCv. Let us suppose that the B atoms are more mobile than the 
A atoms. Let the MBE conditions are such that the "step flow" growth regim realises 
for the B species, and the terrace nucleation growth regime realises for the A species. 
At the beginnig of the growth the fast B atoms will quickly reach the terrace edge and 
incorporate into the crystal lattice there. The slow A atoms will form dusters on the 
terrace surface and nucleate the new layer. Thus at the start of the firet ABC layer 
completion ingomogeneous distribution of A and B over the terraces originates and, 
under the certain conditions, will be preserved until full layer completion. Therefore, 
there will be periodic concentration of the A and B species over the AmBraCv/AraCv 

heterojunction along certain crystaüographic axis, and there will be periodic potential 
barrier at the interface. This periodic barrier could be used for creation the specific 
quantum well with the lengthwise superlatice potential 

Tb confirm our supposition we have performed the computer simulation of the 
AmBraCv/AmCv heterojunction MBE growth on the vicinal surface with the help 
of the lattice Monte Carlo model [3, 4]. This model simulates the growth process of 
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three-component crystal with tetrahedral lattice. The species are transfer«! onto the 
crystal surface by atomic (A and B) and molecular (Q,) fluxes. The model includes 
main kinetic processes on the crystal surface: the adsorption, the desorption, and the 
surface migration. The key parameters of the model are the bond energies of atoms in 
the crystal lattice. The objective of simulation was the determination of the growth 
conditions, under which the distinguishable and steady periodic distribution of A and 
B over the terraces is observed. For simplicity it was assumed that the bond energy 
A-C and B-C is equal each other as well as the bond energy A-A and B-B, and 
the latter is eight times less than the former (0.8 eV and 0.1 eV). The bond energy 
A - B was assumed to be four times less than the A -A one. The hopping rate in 
an atom migration was calculated by the Arrhenius type formula taking into account 
the first and second neighbors bond energies. Under such choise of parameters the 
hopping rate for the B atom is about exp(3482/T) times greater the A atom hopping 
rate on the clear ^terminated surface of AmCv. Among all simulation variants the 
most significant separation of the A and B species is observed under the following 
growth conditions: the width of terrace located perpendicularely to the [110] axis — 
16 atomic rows, the mole fraction of A — 0.5, the growth rate — 0.5 layer of ABC per 
second, the surface temperature — 650K. Under such conditions the B atom hopping 
rate is about 250 times larger than the A atom hopping rate. The simulation results 
obtained under described conditions are shown in the Pig.l. 

£ 3    |               i                ;                j                 j               i 

•. 
l. 2    :                |                 j                j                 j                { 
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Figure 1: Concentration of the B species in three layers of ABC. 

The mechanism of formation such non-unifirm distribution is explained by the 
Fig.2. In the leftside of Fig.2 the graph of average path length passed by an A (lower 
curve) and B (upper curve) atom between adsorption and incorporation into the 
crystal lattice is shown in dependence upon the growth time. The rightside of Fig.2 
shows the distribution of B across the terraces at the successive moments of growth 
time: 0.1s, 0.4s,..., 1.9s. From the Fig.2 one can conclude that about 90% of the B 
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atoms fallen onto the substrate in the initial 0.4s of growth time were incorporated 
into the crystal near the steps. During this time the average path between adsorption 
and incorporation for those atoms is greater than the terrace half-width while for the 
A atoms,thai path is less. The most part of A atoms have not time for reaching the 
terrace edge and nucleate the new layer on the terrace surface instead. When the 
number of nuclei becomes sufficiently large the B atoms will adjacent to them, and 
hence the B average path decreases. Gradually the growth regime becomes stable 
and the A and B concentrations steer straight. 

»*»POOOQOO»0000<H> 

Figure 2: Leftside — the average path of A and B atoms. Bightside - the B concen- 
tration in the first ABC layer at successive time moments of growth. 

We will discuss now the possible role of the mgomogeneous periodic distribution 
of the Al concentration considered for the formation of the minigaps in the energetic 
spectrum of the 2D electrons in the lateral superlattices on the vicinal heteroboundary. 

As known, the existence of superlattice effects in these lateral superlattices initi- 
ates with the appearance in these systems of a new crystallographic translation period 
A > a (a is the lattice constant) in the plane of quantum well [5]. The emergence 
in these superlattices of the periodic system of atomic steps allows to explain the 
appearence of the minigaps by the scattering of electrons on such gaps. 

In this work we have shown that in GaAs-GaAlAs structures, the Al concentration 
near steps can differ significantly from its average value, defined by Al molar fraction 
(the difference is up to 50%). We consider that such an ingomogeneous periodic 
distribution of Al atoms along heteroboundary can play the role of the superlattice 
potential for 2D electrons in quantum well created at such heteroboundary. Indeed, 
since the heights of the potential barriers confinig the carrier motion in GaAs quantum 
well are determined by the Al molar fraction in the AlGaAs solid solution, then the 
heights of the potential barriers between GaAs and AlGaAs regions with various 
Al concentrations will differ, that is, the quantum well depth will be modulated 
periodically along heteroboundary. Estimations demonstrate that the change of the 
quantum well depth may be some tens of meV, that is, such modulating potential 
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can give the major contribution to the formation of the total superlattice potential 
exceeding the contribution of the atomic steps. 
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Abstract 

This paper describes the optimization of deep submicron GaAs MESFETs for high 

frequency operation. Key changes compared with earlier work, include an increased 

doping level in the channel layer and improvements in the electron beam lithography. The 

MBE grown sample has a channel layer doped with Si at 4.0xl018 cm"3 and includes a cap 

layer doped at 7xl018 cm"3. Improvements in the electron beam lithography include a 

reduction of spot size, improved focussing techniques, and a reduction in the bilayer 

electron beam resist thickness. 

We have fabricated GaAs MESFETs with electron beam defined "mushroom" gates with 

lengths of approximately 0.1 |im. Extrinsic DC results for a MESFET with a 2x45 urn 

wide gate in a "IT" configuration include a saturation current of 35 mA at Vds = 2.5 V and 

Vg = 0.5 V, pinch-off voltage of -.2 V, peak transconductance of 795 mS/mm, and output 

conductance of around 45 mS/mm. RF characteristics include a cut-off frequency (ft) of 

103 GHz and a maximum frequency of oscillation (fmax) of 165 GHz. We believe that 

these results demonstrate state-of-the-art performance for conventional submicron GaAs 

MESFETs in their DC and RF characteristics. 

This work is being supported by the Army Research Office under the URI program, Contract No. 
DAAL03-92-G-0109 and the NASA Centerfor Space Terahertz Technology, Contract No. NAGW-1334. 
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I. Introduction 

As device dimensions of MOSFETs are scaled down, it becomes necessary to accurately model the substrate 

current. An accurate substrate current model can help designers prevent possible malfunctions of the circuits 

because of degradation by injection of hot carriers, and to obtain a better estimation of analog design parameters. 

Some analytical models have been presented, for example, the model by Arora et al. [1] and the model by 
Tanizawaef al. [2]. However, the impact ionization current in weak inversion is neglected in the above works. 

Apart from creating a sharp transition across the threshold voltage this omission reduces the accuracy of the model 

for analog design in low-power applications. Likewise, it is necessary to establish a smooth transition between 

the saturation regime and the triode regime (where impact ionization is zero). 
If the drain voltage is sufficiently high, the voltage drop across the substrate resistance (in the presence of a 

substrate current) will cause a reduction of the intrinsic bulk voltage (n-channel MOSFET). This, in turn, will 
lower the threshold voltage and enhance the channel current and the channel conductance. In the approach by 

Skotnicki [3] these effects are explicitly taken into account in the channel current expression, but only through 

the drift term. 
The aim of the present work is to develop a unified and continuous model for substrate current in normal 

operation, suitable for circuit simulation. This substrate current model can be coupled to any continuous channel 

current model. Here it is combined with the unified model by Shur et al. [4] (Level 7 in ATM-Spice [5]) and to 
the model by Iniguez et al. [6], [7]. Both models are continuous in all their derivatives. The effect of the voltage 
drop in the substrate resistance (when the substrate current is high enough) on the channel current is incorporated 

in an explicit and continuous manner. 

II. Model 
A. Substrate Current in Strong Inversion 

In saturation the impact ionization current is obtained by integrating the impact ionization rate along the 

saturated part of the channel [1]: 

hub = hhA hM-Bi'Efry (1) 
o 

Here /c/, is the channel current, £/ is the lateral electric field, A, and £> are impact ionization rate parameters, 
and lsatis the length of the saturated region. In the saturated region, a quasi-two-dimensional analysis gives the 

approximate expressions for the potential and the lateral electric field of [1]. We substitute them in (1) to change 

the variable of integration fromy to £/. After using the approximate solution of the resulting integral, given in 
[2], we finally obtain, assuming Em » Ec, Ec. being the field at which carriers reach velocity saturation, Vsat 

the saturation voltage, r\ < 1 is a technology-dependent fitting parameter [1], and lj the characteristic length, 
A- 

hub = hh-r(Vds ~ nVsat)exi> 
a-, 

f -W 
^ *ds     V 'sat j 

(2) 

B. Substrate Current Model in Weak Inversion 

The impact ionization current in weak inversion is found by integrating the impact ionization rate along the 

length of the channel. As in the case considered above, the major contribution will come from the part of the 

channel where the electric field reaches a maximum, i.e., from near the drain. 
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From a quasi-two-dimensional analysis, Huang and Kueng [8] obtained approximate expressions for the 
potential and the lateral electric field distributions in the weakly inverted channel. The resulting substrate current 
in weak inversion, if E,„ is high enough (E„ Vds IL), can be expressed as 

V* J 
(3) 

C. Development of a Unified Model 
We note from the above results that the substrate current generated by impact ionization in the channel can 

be unified in terms of the expression: 

hub = Ich-^{Vd< ~ ijViteJexp 
-Id* (4) 

v. * ds     'H "dse y 

where VdK = Vsat in saturation above threshold; Vdse = Vd<t in the triode regime and VdK = 0 in weak inversion. 
Therefore, to develop a unified and continuous substrate current model, we need a smoothening function for 

Vjse that tends to the desired limit in each regime, and a unified and continuous channel current model. An 
appropriate function is, for example [5] 

Yds  
Vd.sc- = 

1 + {V*/Vsat)" 
-il/m (5) 

From (4) it is clear that the above-threshold substrate current is critically dependent on the saturation 
voltage. A precise description of Vsat can be found based on an accurate velocity field relationship for the charge 
carriers. By including a smooth transition to the subthreshold regime (where Vdxe = 0 ), we obtain 

2g,v,L 
v**=- 

IsVeff -2coxavsL 
(6a) 

y«n=- 
Heff 

1-Jl 2&A eff (6b) 

for n- and /»-channel MOSFETs, respectively. Here qs is the unified inversion sheet charge density at the source 
[5], ßeff is the effective mobility, v, is the saturation velocity and a is the bulk doping effect parameter [5]. 

The universal FET model by Shur et cd. [4] contains a unified expression for the channel current suitable 
for calculating the substrate current: 

Ich=- 
ScheVdA da 

Um (7) 

Here gche is the the unified extrinsic channel conductance at small drain bias, R, is the total drain and source 
series resistance and /w„is the saturation current. In order to be consistent with the above expressions for Vsale 

the saturation current should be calculated using the corresponding velocity-field relationships. 
The model of Infguez et al. [6] [7] can also be combined with the unified substrate current model. The 

channel current is expressed in terms of unified inversion sheet charge densities at the source end (qs) and the 
drain end (qd) of the channel using interpolation functions. 

(fe-g.t)(gt/ 
+ ^ + 2ac^V^) 

q(1-qs+KCCC0XL^vs/tieff 

Here K = 2 fornMOSFETand K=1 forpMOSFET. 

Ich = KVC (8) 

£. Effects of Substrate Resistance on Channel and Substrate Currents 
If the substrate current is high enough the voltage drop in the substrate resistance Rsuhmay cause an 

appreciable change of the effective substrate bias and in the depletion charge, resulting in an increase in the 
channel and substrate currents. A unified expression is developed for the inversion charge densities using the 
corresponding linear expansion in Rsubhub in sucn a wav mat il is valid for DOth strong and weak inversion: 

"sd = (lid 1 + 
r\coxVth-qld 

(9) 
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where q"d is the inversion charge density for Rxub = 0. 
Substituting (9) in (8) we obtain to first order: 

/,= Lh»  (10) 
Ck      1 - W( a - 1)(M - DVeffCoxRsubVdse I C1L) 

where M = 1+(A; / £&)(V«fr- V^expH^ /(V* - V*,.)), /cA„ is the channel current when the effects of the 

substrate resistance are neglected. 

IE. Experimental Results and Discussion 
The new substrate current model has been validated by comparisons with experimental results obtained from 

nMOSFETs and pMOSFETs of different channel lengths. The transistors came from a LDD n-well 1,2 um 

process, with oxide thickness tox = 23 ran. For the comparisons we used the channel current and substrate current 

models of (8) and (4), although very similar results were also found using the universal channel current model of 

(7). The methods used to extract source current parameters follows in general those reported in [1]. The impact 

ionization rate parameters A,-and 2J,can be determined using the procedure given in [5]. 
Comparisons of the modeled and measured substrate current versus V^ for two nMOSFETs of different 

channel lengths are shown in Figs. 1 (a) and (b), and for a pMOSFET in Figure 2. The agreement between model 

and experiments is satisfactory in all regions and the new model gives a smooth transition of the substrate current 
from weak to strong inversion. Also we find a good agreement between the measured and calculated values of the 

normalized substrate transconductance, gsui,<m I Isui, versus Vgs (Fig. 3). Note that it has a maximum plateau in 

weak inversion; the value of which is \l{r]Vth), the same as that of the normalized channel current 

transconductance gchm I lch. This confirms the validity of our model in weak inversion. 
As indicated in Fig. 4 (a), we also observe a significant increase of the source current, Ich, in moderate 

saturation because of the voltage drop on the substrate resistance, that implies an increase of the channel 

conductance, gchd with Vd, in this regime of operation, as correctly predicted by the model (Fig. 4 (b)). 

IV. Summary 

We have developed an analytical substrate current model for MOSFETs based on an analysis of the impact 
ionization in the conducting channel. In particular, we derived a new expression for the substrate current in weak 

inversion, which was joined smoothly to the existing model for above-threshold saturation and combined with a 

unified channel current model with an infinite order of continuity. The resulting continuous (unified) substrate 
current model is valid in all regimes of operation. The lowering of the intrinsic bulk bias because of the voltage 
drop in substrate resistance was also taken into account in an explicit and continuous way. Comparisons with 

experiments demonstrated that our unified substrate current model quite accurately reproduces the experimental data 
in all regimes of operation, including the continuous transitions between the regimes. Hence, the model appears 

to be very suitable for circuit simulation. 
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Differential Conductance Field-Effect Transistor Model 

Alfred Phillips, Jr., Craig S. Appel, Sheldon Jordan 
Cornell University, School of Electrical Engineering 

We have created a Field-Effect Transistor (FET) model, based upon two 
postulates, that is valid for MOSFETs, MODFETs, JFETs, and MESFETs. The first 
postulate states that the differential channel conductance, dlu/dVu, consists of "adders" 
and "subtractors" to channel conductance. The channel conductance itself would be an 
"adder," as would be, for example, the influence of a buried channel in a MOSFET. The 
second postulate states that in a resistive material, a current existing between source and 
drain opposes a further increase in channel current. Drain current would, thereby, be a 
"subtractor." This idea can be expressed in the following equation form 

dID 
  = Conductance Adders - Conductance Subtractors 
dVä 

The model presented here is a new approach to FET modeling.   "Adders" and 
"subtractors" can be included to account for sophisticated devices or for use in 
complicated situations. These new "adders" and "subtractors" would be included on the 
right-hand side of the model when it is expressed in the ordinary differential equation 
(ODE) form given above. The resulting ODE may not always have analytic solutions. A 
numeric solution to it, which includes other mechanisms, would be expected to yield 
expected FET I-V characteristics. 

This model calls into question what is implied in Shockley's Fundamental 
Equation of Field-Effect Transistors.1 That model is valid only up to its maxima point 
inappropriately called saturation. (A single point is extended, by fiat, to account for the 
infinite number of points in the drain current saturation region of a FET.) 

We can group FETs into two classes. First, FETs whose channel is formed by an 
inversion process, such as, MOSFETs and MODFETs. Second, FETs whose channel 
exists for zero gate voltage and is diminished by increasing the reversed-bias gate voltage, 
such as, JFETs and MESFETs. For the latter devices, channel pinch-off can exist, but for 
the former devices it cannot. Thus a valid mechanism for saturation would be pinch-off 
for JFETs and MESFETs, but there is no pinch-off for MOSFETs and MODFETs. All of 
the FET devices could saturate because of velocity saturation. Another mechanism we 
suggest that can cause saturation in MOSFETs and MODFETs is stated in the second 
postulate in this work. The saturation mechanism that is actually manifest in a FET is that 
which gives the lowest saturation current. We include these saturation mechanisms, as 
appropriate, in this model. 

595 



In this extended abstract, we will first contrast graphically the new model with the 
standard FET model. Next, we will compare its predictions with long channel MOSFET 
measurements and short channel MOSFET measurements. Following this, we consider 
JFETs. In this model, MOSFETs and MODFETs are similar, as are JFETs and 
MESFETs. Accordingly, we restrict results given in this abstract to MOSFETs and 
JFETs. We will discuss MODFETs and MESFETs only tangentially here; we will show 
specific results for these devices during the presentation of the work. 

Comparison of this Model and Shockley's 

Figure 1 shows a comparison of the results obtained from this model (called DCM, 
Differential Conductance Model, on this and subsequent figures) and from the Standard 
Model, i.e., Shockley's - The Fundamental Equation of Field-Effect Transistors. 
Saturation currents were adjusted to have the same value. The upper curve set has a 
larger gate voltage than does the lower curve set. The low voltage behavior of both 
models is nearly identical. Drain current increases less steeply with this model than with 
Shockley's as saturation is approached. Empirical results tend to agree more with the new 
model. Shockley's model does not really behave as shown. It has an inverted parabola- 
like shape. With Shockley's model, the saturation current is an extension of the peak 
current value for drain voltages greater than that corresponding to the peak current. 

Application of Model to MOSFETs and JFETs 

MOSFET 

The differential channel conductance of the MOSFET is given by 

dVd 1L VG -  VT 

where K is the conductance factor (usually between 1.5 and 2.5), and the other terms in 
this and succeeding equations have their usual meanings. We obtain after integration 

2L 

Figures 2 and 3 show the results of this model for a long channel MOSFET and a short 
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channel MOSFET. We obtain reasonable agreement in both cases. (In trying to test the 
model, we found few cases when authors published all of the data needed for modeling.) 

JFET 

The DCM applied to the JFET renders 

 <L   =   rt.,    \T Jl(   1    _f_       5     IA,   _   UM1M Jd WnHd-rl 1  -I H <*, - Vy)1/2) 
<*„ °L try* Vc-  VT 

which is valid for the case where the channel depletion region is uniform. After 
integration, we obtain the following result 

o 1 2Vrf 

'a = «*/Ar7 (i -1 ^r <*, " vy]a) (Ve - V9 (l - ev°" ^ ) 
L qNdt

2 

If the channel depletion region is allowed to change with drain voltage we obtain the 
following ODE 

We have not found an analytic solution to this ODE, but our numeric solution has a similar 
drain current saturation characteristic to that of the analytic expression for ID given above. 

Implications for FET design 

If, as it seems, the approach in this model for FETs has a measure of truth in it, 
then this model has implications for FET device design. From this model, we know that 
the "name of the game" is to maximize channel conductance. This realization may enable 
the imagination of device designers to have a freer rein. We will suggest, in the 
presentation, several FET-like devices that resulted from our consideration of maximizing 
channel conductance. 

Other FET engineers, no doubt, knew about the importance of channel 
conductance in FET design. This work, to our knowledge, is the first to give a rational 
basis for it, especially in a quantifiable model. 

The diode and the bipolar transistor are described mathematically with an 
exponential dependence on applied voltage(s). With this model, FETs are now described 
in a similar manner. 
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Simulations of the hole and current distributions in Si-Ge 
p-channel FETs with graded Ge profiles 

S.P. McAiister and W.R. McKinnon 
Institute for Microstructural Sciences, National Research Council of Canada, 

Ottawa K1A 0R6, Canada. 

1. INTRODUCTION 

Silicon-germanium channels incorporated into silicon field effect transistors give access to 
improved hole mobilities and add the capability of using bandgap engineering to improve the device 
performance. The use of Si-Ge in field effect devices has not been as well-studied as the use of Si-Ge 
in bipolar npn devices, where outstanding results have been achieved [1,2]. Both n- and p-channel 
FETs have been reported - the n-channel devices being grown on relaxed substrates and the p- 
channel devices have used strained layers. p-MOSFETs have been discussed and demonstrated by 
workers such as König and Schäffler [3], Verdonckt-Vandebroek et al. [4], and recently Voinigescu et 
al. [5], and references therein. An important consideration in the design of the devices is to optimize 
the Ge concentration and profile. 

In this paper we show the simulations of the hole and current distributions in the different 
layers of a p-channel Si-Ge modulation-doped FET and examine how the bias and Ge profile in the Si- 
Ge alters this distribution. Since a gate oxide cannot be grown directly on a Si-Ge layer a thin layer of 
Si is needed between the Si-Ge channel and the gate. Inevitably some current flows though this 
parallel channel near the surface but the band offsets, all in the valence band in strained Si-Ge, help 
constrain the hole current. To adjust the threshold of the device a doped layer in the Si is needed. The 
dopant is most conveniently located in a layer beneath the Si-Ge channel. This then separates the 
holes from the acceptor dopants, which reduces the hole impurity scattering. Incorporating the 
dopants in the capping Si spacer would require an increase in its thickness and thus the channel-gate 
distance, leading to a reduction in the transconductance. 

2. DEVICE STRUCTURE 

We have simulated p-MOSFETs with a cross-sectional design (at the n+ polysilicon gate) as 
follows: 5 nm Si02l a 5 nm Si spacer, a 15 nm Si-Ge channel, 5 nm Si (all 3 layers are doped n-type 
at 1 x 1015 cm"3), a 10 nm p-doped (1.5 x 1018 cm"3) Si layer - all of which is on an n-doped (5 x 1016 

cm"3) Si substrate. In our simulations the devices are 1.5 ^m long with 0.4 nm source and drain 
contacts and a 0.5 nm gate length. Source and drain contact dopings are Gaussian-shaped with 
maximum of 1.5 x 1018 cm"3 p-type. The choice of Ge profile is constrained by the total integrated Ge 
dose possible within the Matthews-Blakeslee limits. In this study we have restricted our discussion to 
2 Ge profiles similar to that in other work [5]. The uniform channel design has a maximum Ge 
composition of 0.25, with a 0 to 0.25 Ge grading over 3 nm at the edges of the channel. The triangular 
profile has a Ge composition of 0.4 at 3 nm from the top of the channel - which is then graded down to 
0 over the remaining 0.12 nm of the channel. The two profiles have the same integrated Ge dose. The 
Matthews-Blakeslee limit restricts the total Ge in a layer so we have chosen the Ge dose to keep the 
layers from undergoing strain relaxation. Note that we have used an n+ polysilicon gate and we do not 
discuss the p-polysilicon case which has been mentioned in [4]. 
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In Fig. 1 the equilibrium band diagrams for the structures are shown to overlap except in the 
Si-Ge channel region. The incorporation of bandgap narrowing into the calculation makes the p-doped 
threshold-adjust region in the Si clearly evident. One major difference between the two profiles is the 

built-in field in the triangular profile design which moves the holes towards the gate. 

3. SIMULATION RESULTS 

The simulations were performed using a commercial simulation package (Atlas/Blaze, Silvaco 
International), with a mesh of approximately 3000 nodes, and using Fermi-Dirac statistics and a drift- 
diffusion model. The interface oxide was chosen to be defect-free for this investigation. Hole mobilities 
were the same as in [5]. Most parameters have the usual Si values and expressions. 

The current in the Si-Ge channel is not uniform under the gate especially near pinchoff. 

However when the channel is sufficiently long and the device is forward biased the center of the 

channel can be viewed as being representative of the effects of the different layers in the device. At 

the end of the channel, edge effects and those from the contacts become important and can obscure 
some of the main features we are attempting to illustrate. In the figures we used VDS = -2.5V. 

In Fig. 2 we show the integrated current under the center of the gate, and the contributions 
from the various layers, for the triangular and uniform Ge profile devices. In effect we write 

'DS = 'si cap + 'siGe + 'Subs • 

The contribution from the substrate includes that from the doped threshold-adjust layer, which gives 
the majority of the contribution to the substrate current. It is only really important at low bias. In the 
range of gate voltage from -0.5 to -1.5V the Si-Ge channel dominates the response, which is can also 
be shown in a de-convolution of the transconductance. At higher biases the parallel current in the cap 
layer turns on and by -3V is greater than the contribution from the Si-Ge channel. This comment also 
applies to the transconductance. The effect of the cap turning on is to shield the Si-Ge channel from 
the gate. The triangular profile is better in confining the current to the Si-Ge channel in the -0.5 to - 
1.5V range. This becomes clearer if the distributions are viewed as a function of distance under the 
center of the gate. This is shown in Figs. 3 and 4 for the triangular and uniform profile designs, 
respectively. The data is also plotted on a logarithmic scale to highlight regions where the current is 
small. The distribution for the different biases depicted in these figures at first shows the increasing 
contribution to the current of the Si-Ge channel and how the parallel cap layer, which represents the 
normal Si FET current, eventually starts to dominate. The distribution of current in the Si-Ge layers 
reflects the Ge profile. In the triangular Ge profile case there is a built-in field that moves the holes 
away from the underlying acceptor dopants under the channel to the regions where the bandgap is' 
smallest and the hole mobility optimum. Thus the asymmetric Ge profile achieves 2 desirable features 
at once. The current in the channel is sharply peaked similar to that at the oxide/Si interface at the 
highest biases. The logarithmic plot shows linear regions which reflect the linear variation of the 
potential with position - in the cap layer this is because the cap layer is similar to a capacitor, whereas 
in the channel it is because the separation of the valence band from the Fermi energy is dependent on 
the bandgap, which in turn is linearly dependent on position. 

In the current distribution for the uniform Ge device (Fig. 4) the current through the Si-Ge 
channel is initially skewed towards the lower edge of the channel. This is due to the lack of a built-in 
field over the uniform Ge region. As a result the transconductance is not as good as for the triangular 
profile design. When the negative gate bias is increased the current distribution eventually becomes 
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skewed towards the top of the channel before the parallel current in the Si cap layer starts to increase. 
Eventually this latter current dominates. This is due to the transfer of the holes from the acceptors into 
the Si-Ge channel and then to the Si cap - which can be envisaged to occur when the band edges are 
moved up on the l.h.s. in Fig. 1 when the negative gate bias is increased. The uniform design spreads 
the current better across the Si-Ge than the triangular profile leading to smaller peak current densities 
in the channel, but at the expense of the slightly reduced performance. The double-peaked nature of 
the uniform profile's current distribution suggests a higher Ge concentration would be needed in the 
center of the channel to give a more uniform current distribution, however this would still be skewed at 
the extremes of the gate bias range. 

The current distributions are partially representative of the hole distributions. In Fig. 5 we show the 
cross-sectional distribution on holes, corresponding to current distributions similar to those in Fig. 3. 
This cross-section is at the center of the gate. For clarity we show the region down to the p-doped 
threshold-adjust region - the dopant scale is logarithmic. To a first approximation the hole distribution 
looks like the current distribution. In Fig. 6 the hole distribution along the channel is shown for different 
gate biases for the uniform design at 2 positions in the Si-Ge profile. The distributions are at the 2 
extremes of the uniform (0.25 Ge) region of the profile, i.e. at the positions where the current density is 
peaked. The cross-section at the top edge (solid curve) shows the hole density being reduced at the 
edge of the gate near the drain. For the cross-section for the lower position there are more holes near 
the edge of the gate near the drain than in the center of the gate. This shows that the current at the 
end of the Si-Ge channel tends to be distributed towards the lower part of the channel at the drain 
contact. We have seen similar effects in GaAs -based devices before [6]. 

The high frequency performance was also simulated and confirms the superiority of the triangular 
profile, with similar results as [5]. The current distributions we have shown suggest that the triangular 
profile could be further improved by raising the Ge concentration at the lower edge of the channel, at 
the expense of the layer thickness, ending up with a trapezoidal Ge profile. This design should spread 
the current better over the Si-Ge channel, make the current distribution closer to the gate at low bias 
and thus channel the hole current better in the Si-Ge layer to produce higher trans-conductance. 

We thank Tracey Bradford for some initial simulations and Sohn Voinigescu for his help. 
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Abstract A physical and unified BSIM (Berkeley Short-channel IGFET Model) model, 
BSIM3v3 is presented in this paper. Retaining the advanced features of the previous 
BSIM model, the model describes current characteristics from subthreshold to strong 
inversion as well as from the linear to the saturation operating regions with a single I-V 
expression, and guarantees the continuities of 1^, and its derivatives throughout all V a 

and VA bias conditions. The new model allows users to accurately describe the MOSFET 
characteristics over a wide range of channel lengths and widths for a wide range of 
technologies. 

I Introduction 
Several previous versions of BSIM models have been developed and implemented in 

SPICE for use in circuit simulation [1,2,3]. The models used separate model expressions 
for device operation in subthreshold and strong inversion as well as in linear and 
saturation regions, and can accurately describe device behavior within their own 
respective region of operation. However, problems could occur in the transition regions. 

In this paper, we present a physical and unified BSIM model for the MOSFET's 
devices in analog/digital circuit simulation. This new model describes current and output 
conductance characteristics in all operating regions with a single I-V expression, and 
guarantees the continuities of J^, and its derivatives throughout all V s and V^ bias 
conditions. Furthermore, the model includes the major physical effects in modern 
MOSFET devices, and has extensive built-in dependencies of important dimensional and 
processing parameters. This allows users to accurately model the MOSFET over a wide 
range of channel lengths and widths for a wide range of present as well as future 
technologies. 

II Model Development 
1. Unified channel charge density expression 

Based on the channel charge expressions in strong inversion and subthreshold regions 
in previous BSIM models [1,2,3], a unified expression for the channel charge density in 
the channel at very small V^ is introduced in the present model: 

QchsO = CoxVgsteff (1) 

where Cm is the gate oxide capacitance , and V ^ is: 
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2nvt]n 

Vgsteff =  

l + exp(— ) 
2 n vi 

1 + 2 n Cox   exp(— —) 
\ qSsiNch 2 nvt 

(2) 

where the parameter vt is the thermal voltage K Tlq. Nch is the channel doping 
B 

concentration, Vth is the threshold voltage of the device, <j>s is the surface potential and is 
given by 2vt]n.(Nch/m), V   is the offset voltage in subthreshold regime [2], n is the 

off 

subthreshold swing parameter, and can be extracted from experiments [3]. 
Fig. 1 shows the comparison results between the unified charge expression (1) and the 

charge expressions in subthreshold and strong inversion regions in previous BSDvI 
models, as well as that from measurements . It can be seen in Fig.l that the unified 
expression can well describe the channel charge characteristics, measured and predicted 
by the previous piece-wise charge models, in both subthreshold and strong inversion 
regions respectively, and has a smooth transition at the boundary of the two regions. 

Based on (1), to account for the influence of V^, a unified expression for the charge 
density Q    in the channel from subthreshold to strong inversion regimes can be derived: 

Qc*w = Q*o(l-^L) (3) 
Vb 

where VF(y) is the quasi-Fermi potential at any point y in the channel with respect to the 
source. Qcko is given by (1), and V=(Vgjlfff+2vt)/AbM., the AbM parameter is to describe the 
bulk charge effect in the device, and can be extracted from the I-V data. 

2. Single I-V Expression in whole operation regions of Vgs and V^ 
With the VmeS function given above, a unified mobility model, which becomes the 

familiar model in strong inversion [3] and approaches a constant value in the 
subthreshold region, can be introduced into the model. This, in effect, ensures no 
mobility discontinuity in the I-V model. Based on the above unified channel charge and 
mobility models, and accounting for the influence of the major physical effects to the I-V 
characteristics in the modern MOSFETs such as (a) Short and narrow channel effects, 
(b) Non-uniform doping effect (in both lateral and vertical directions), (c) Mobility 
reduction due to vertical field, (d) Bulk charge effect. (E) Carrier velocity saturation, (f) 
Drain-induced barrier lowering (DIBL), (g) Channel length modulation (CLM), (h) 
Substrate current induced body effect (SCBE), (I) Subthreshold conduction, (J) 
Source/drain parasitic resistances and so on, finally we can get a unified 1^ expression in 
the whole operation region of Vgs and Vj. 

Idso         f.       Vds — Vdseff\f, 
Ids= „    T 1+      1 + - 

.,       Kdsldso 
14 

Vds — Vdseff\ f        Vds — Vdseff^ 

VA 
(4) 

/V VASCBE   J 
Vdseff 

where R^ is the drain/source parasitic series resistances, 7&o is the unified intrinsic I-V 
expression for #^=0, VA is the Early voltage contributed by the CLM, DIBL effects and 
VASCBE is the Early voltage contributed by the SCBE effect. V^ is a function, which 
become VA when V^V^,, and tends to V^ when V^V^.. 
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HI Model Test Results 
A set of benchmark tests [4] have been performed on the model discussed above to 

check its robustness, accuracy and performance in circuit simulation. We show below 
some results for the n-channel devices with the 0.5|im, 9nm, 3.3V LOCOS technology. 
Unless indicated in the figures, symbols represent measured data and solid lines represent 
the results of the model calculations. 

Fig. 2 and 3 shows I^-V^ characteristics of the n-channel device of WdmJLdraw =20/0.5 
at V&=50mV and different body biases V^ (from 0 to -3.3V) in log and linear scale 
respectively. A good fit can be observed between the measured data and model results. 
To show the robustness of the model further, the GJId vs V j characteristics, are given in 
Fig. 4 and 5. The smoothness of the curves of G II. can be seen at different VJ and K 

*t     o as bs 

conditions, and also the model can fit the measured data well in a wide operation 
conditions. 

The output resistance Rout, which is another one of the most important parameters in 
the analog circuit design, is also shown in Fig. 6 for the device of WdrmiJLdrm, =20/0.5. 
Again, a good agreement between the model and measured data can be shown at different 
V„ biases. 

8' 

TV Conclusions 
A new physical and unified BSIM I-V model is presented for analog/digital circuit 

simulation. The model describes the device current characteristics in all V   and V 
gs as 

condition with a single I-V expression, and guarantees the continuities of current and it's 
derivatives from subthreshold to strong inversion as well as from the linear to the 
saturation regimes. The model includes all major physical effects in today's MOSFETs, 
and builds in a lot of geometry and process parameters so that it is superior as a statistical 
model. The model is being implemented in circuit simulators such as Metasoftware 
Hspice and Cadence Spectre. 
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L INTRODUCTION 
It is known that MOSFETs carrier mobility depends on vertical electric field, 

£<#« (finv/il+&)/£& [1H3]. Unfortunately, this E^ is not a convenient quantity for 
device analysis. This paper presents a new empirical mobility model based on T , V and 
Vg. Devices used for this study are fabricated in five different laboratories with large range 
of Tax and N»*. Both surface and buried channel PMOSFETs, as well as both bulk and 
SOI NMOSFETs are included. 

IL MODELING AND RESULTS 
The strong inversion charge Q^ can be expressed as finv-C^-V,) and 

V, «V^+^+a/C«, where Vp+¥, «-0.8V+0.8V-0 for n poly gate NMOSFETs. Thus 
Qt, - CoxVt. Substituting ij=2 for NMOSFET[2]-[4], Q^ and Q^ into the E^ expression in 
the first paragraph, we obtain: 

The new Eat expression of (1) is compared with its original form by measured 0. and 
calculated O^ in Fig. 1-2. Good agreement is shown whereas (1) is much mere convenient 
to use. Correspondingly, a new empirical mobility model for the NMOSFET is found as 
follows: 

^«540/ll+(^n.540/|l+|^l|    | (2) «an 
Figs. 3 through 6 confirm mis mobility's new universality in terms of Vg, V, and T«. The 
deviation from the model at low Egff (Vg<Vt+0.6V) is due to strong Coulombic 
scattering by ionized impurities or interface charges. On the other hand, the expression of 
E^ for holes is slightly more complicated because two types of PMOSFETs, i.e., surface 
and buried channel devices need to be considered. In addition, the value of TJ for holes has 
been controversy even though recent studies tend to usei]=3 [4][5], We use the following 
method to determineTi for PMOSFET from our own measurement data: «miiy to (1), it 

can  be derived thatE^-^-fl-iOV,)/^^).  By varying V   through V ,  the 

relationship of Vg versus V, for constant mobility or equivalenfly E^ is a linear one (Figs. 
7 through 9). The slope of this plot gives (l-n.)=-l.5, or ti=2.5 for holes. Thus for the 

surface channel PMOSFET, E#-cJj^g-V^I25+vlltdm(yg+l5Vt)n5rmtyKbat Vg 

and Vt are taken positive. For the n+poly PMOSFET without boron V implantation, a V 
difference       of      Eg/q=l.lV       from       that       of      p+poly       leads       to 

£^-(^+15Vr2f|v^-Vj|)/75rw-(^+L57/-17)/75rox.   For   the   buried   channel 
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PMOSFET, a small (~ 0.15 V) band bending exists at the threshold condition and has to be 
subtracted from the n+poly's ¥s. Thus E^ for buried channel PMOSFET becomes 
Eeff~<yg+15Vt-23)n5Tox. A single equation covering all cases of PMOSFET can then 

be expressed as follows: 

Etffm-t— 1_  (3) 
bSl ''DIOX 

where a=0, 2.3 and 2.7 for surface, buried channel PMOSFETs with and without Boron 
implantation, respectively. Then the hole mobility for all types of PMOSFET observes the 
following universal equation: 

VLjyrV„Tm) ^ ,,„m™  _, 7 (4) 
1+b£   i+ P^M 

Good agreement for both surface and buried channel PMOSFET is shown in Fig. 10. For 
the first time, the hole mobility of surface and buried channel PMOSFET is found to 
follow the same universal curve, not two separate ones as thought necessary before. For a 
given Vt, a buried channel PMOSFET has the same ^ at a higher Vg than its p+poly 
counterpart (Fig. 11). The mobility studied here is dominated by phonon scattering. The 
surface-roughness scattering is either insignificant or pretty identical in all the technologies 
studied. Additional Coulombic scattering is significant only when (Vg-Vt) is small and N»* 
is high. Fig. 12 shows how the mobility's Edf power dependence changes with Edr for the 
realm dominated by phonon scattering. 

The new mobility model can be directly and conveniently applied to device analysis 
and comparison. Figs. 13 and 14 show the comparison of rjUnjlat^ 1^ with the new 
empirical mobility model proposed above and the measurement data. The source/drain 
series resistance of LDD structures have been included in the modeling. Good agreement 
are shown. The device and circuit performance are then predicted in Figs. 15 and 16. Fig. 
15 shows that for given Vdd and L^, there exists an optimum T« which minimiwe me 

propagation delay of CMOS ring oscillator. 
m. CONCLUSIONS 

Universal mobility that's solely dependent on device parameter T« and Vt and bias 
condition Vg for both NMOS- and PMOS- FETs is reported the first time. Extensive study 
of all types of devices, i.e., bulk and SOI NMOSFETs, surface and buried channel 
PMOSFETs fabricated in five different laboratories across the world confirm the 
correctness of the model. Its usefulness and convenience in device modeling and analysis 
as well as prediction for future technology is also demonstrated. 
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Superconducting NbN hot-electron bolometer (HEB) mixer devices have been fabricated and measured at 350 
GHz. The HEB is integrated with a double dipole antenna on an extended crystalline quartz hyper hemispherical 
substrate lens. Heterodyne measurement gave a -3 dB bandwidth, mainly determined by the electron-phonon 
interaction time, of about 680 and 1000 MHz for two different films with Tc = 8.8 and 12.5 K respectively. The 
measured DSB mixer noise temperature is around 3000 K at 750 MHz IF frequency. Fluctuations of the electron 
temperature have been shown to be the main source of electrical noise. The noise spectral density demonstrates 
the same frequency dependence as the IF response. The Johnson noise contribution is around 25 K. The SSB 
mixer noise temperature due to intrinsic noise mechanisms for the NbN device is estimated to 360 K independent 
of radiation frequency. The data agree with the theoretical predictions. The theoretical limit for ideal NbN HEB 
mixers is estimated to -35 K SSB noise temperature along with the 3.5 GHz noise bandwidth. 

I. INTRODUCTION 

There is an urgent need of improved heterodyne receivers for radio astronomy at terahertz frequencies. 
Mainly one type of mixer device is currently in use at and above 1 THz, namely the Schottky diode mixer 
[1]. The sensitivity is however lower than what is required for several planned projects. The low noise 
InSb hot-electron bolometer mixers, used up to about 800 GHz [2], have an IF bandwidth of about 2 MHz, 
which is too narrow for many applications. Nb trilayer SIS quasi-particle tunnel junctions [3] are very 
sensitive mixer devices, but so far only for frequencies below the energy gap of Nb (=700 GHz). There are 
however different types of new promising hot-electron bolometric devices under development; 2DEG 
devices using the temperature dependent mobility of a 2-dimensional electron gas [4], and superconducting 
hot electron bolometers (HEB) utilizing the electron temperature dependent resistance in superconducting 
narrow thin film strips [5-7]. The bandwidth of Nb devices, determined by the electron-phonon relaxation 
time, rc.pk, is narrow (=90 MHz) [6]. An improved bandwidth of about 2 GHz has been measured in very 
short Nb devices [7], where the electron diffusion time out of the device is shorter than the electron-phonon 
interaction time. 

Another way to widen the bandwidth of superconducting hot electron mixers is to use films which 
made of a material with a shorter electron-phonon relaxation time. Good candidates are NbN films which 
can have a response time as short as 15 ps at 10 K [8]. A larger Tc and stability of the film parameters are 
additional advantages of such films. 

In this paper we have studied a recently developed 350 GHz NbN mixer combined with a resonant 
double dipole antenna on a substrate lens. The bandwidth of two mixer devices has been measured at 
different bias points. The variation of the position of the optimal operating point with temperature has 
been studied as well. We have also performed a detailed study of the mixer output noise temperature 
spectrum and compared these data with the direct hot/cold measurements of the mixer noise temperature. 
The theoretical estimates of the noise temperature limit demonstrates that optimized devices can be very 
promising. 

II. EXPERIMENTAL 
The HEB devices were made of NbN films either 10 nm or 20 nm thick. The films were patterned to 

form 11 parallel, 1.5 (im wide and 5 |im long strips. The devices were integrated with double dipole 
antennas [9] on extended hemispherical crystalline-quartz substrate lenses [10]. The NbN-films were DC 
magnetron sputtered [11] on non-heated substrates and patterned by conventional photo-lithography and 
plasma etching (30 seem He + 10 seem CF4 (incl. 8% O2). The antenna and contacts were made of 3000 Ä 
Nb + 1500 Ä thick layer of Au, patterned by lift-off. The parameters of the devices are presented in Table 
I. Fig. 1 shows the superconducting transition region of the device #A. Device #B was made from the 
thinner (10 nm) film of higher quality (larger critical current density). However this was followed by the 
degradation of the transition and the rise of the "foot" structure in the R(T) dependence. 

The measurements were done with the mixer mounted in a LHe cooled vacuum cryostat. Signal and local 
oscillator (LO) were combined with a 50 |im thick Mylar beam-splitter and fed to the mixer through a 
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TABLE I 
SPECIFICATION FOR THE SAMPLES 

# d 
[nm] 

R. 
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dR/dT 
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Fig. 1. R(T) and dR/dT curves for device #A. Fig. 2. Pumped and unpumped IV characteristics for device #A 
with optimum bias points at/;p=750 MHz. The inset shows the 
characteristics on a reduced scale. 

Teflon window and Fluorogold IR shield in the cryostat wall. The LO source was a 310-370 GHz BWO, 
and the signal was obtained from a SB V quintupler pumped by a 70 GHz Gunn oscillator. Bandwidth and 
output noise measurements were made with a wideband (0.02-4 GHz) room temperature IF amplifier, while 
for mixer noise measurements a cooled 680 to 920 MHz balanced low noise amplifier together with a 
cooled bias-T were included in the IF chain. The output IF signal was registered on a spectrum analyzer. 
We have estimated the losses on the RF-side to be roughly about 5-7 dB. 

Fig. 2 shows the /V-characteristic for device #A. Depending on the physical temperature of the device 
and the intermediate frequency, it is possible to find different optimal bias points. At 4.5 K the IV- 
characteristic has a hysteretic behavior. In this case for output frequencies not too far above the IF cut-off 
frequency the optimal bias point is found just next to the unstable region at the transition from the re- 
sistive state to the superconducting state. For higher temperature (T=7.6 K), when the super current is sup- 
pressed, the optimum is no longer found in "one bias point", but there is a broad bias range at higher vol- 
tages. The corresponding IF spectrums also differ for these two temperatures. Whereas the spectrum at 
~8 K demonstrates almost classic "one-pole" shape, the 4.5 K spectrum reveals a more gradual shape with 
a lower cut-off. We attribute such a behavior to the different resistive states (different thermal time 
constants) occurring in the film at lower and higher temperatures respectively. The low-temperature 
resistive state is presumably due to the normal domains with slower response to changes in electron 
temperature. The high-temperature resistive state is created by the flow of vortices which do not 
demonstrate any inertia in the scale of interest. The cut-off frequency in this case is given by the inverse 
electron temperature relaxation time (=Tc.ph). For device #B with higher Tc we observed the higher cut-off 
frequency (1 GHz) at 7"= 12 K. 
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This qualitatively agrees with the temperature dependence of ?c.ph~T16 [8]. 
The output noise of the mixer as well as the DSB receiver noise has been measured for both devices. 

The output noise temperature, Toll„ was measured by comparing the noise levels obtained on a spectrum 
analyzer connected to the IF port of the mixer, for the device biased in the point for the maximum IF 
output power, with the noise level from the device at a temperature well above Tc (normal state). Thus 

'noise,opt Toul (1 — L) + T ip 
(1) 

Pnoise,normal        ? /0 ~ L) + TJF 

where T,F is the noise contribution from the room temperature IF amplifier+bias-T etc. T, is the Johnson 
noise from the device in normal state working as an ordinary resistor, and L is the corresponding mismatch 
loss. TlF was measured by comparing the output noise levels for the device in normal state at two 
temperatures, 77 and 300 K. 

Fig. 4 shows the typical output noise spectrum for device #A biased for maximum conversion gain at 
a higher temperature. The Johnson noise of the device (~8K) has been subtracted from the data (JFL=Toul- 
Tj). One can see that T,F vs IF can be well approximated by a one-pole standard dependence and that the 
cut-off frequency found from this curve is very close to the cut-off frequency of the mixing signal. Esti- 
mated from Eq. 2, the intrinsic conversion gain (RF coupling loss is subtracted) is -6.5±1 dB in the low 
frequency limit. This implies a mixer SSB noise temperature as low as 200 K. 

II. DISCUSSION OF THE NOISE PERFORMANCE OF HEB MIXER. 

The magnitude of the output noise temperature is much larger than the Johnson noise temperature of 
the device itself which is of the order of Tc. We attribute the excess noise to electron temperature 
fluctuations whose low-frequency analog is a well known noise mechanism in conventional bolometers. 
The fluctuations must demonstrate a roll-off at the same frequency as the mixing signal. The expression 
for the conversion gain has been given in [6]: 

£i f\ _ 2C2     ^L^     ^w - * (2) 

{        tf + tfj 
where C^I2(dRld9)Tc.phlc<. is the self-heating parameter, 0 is the electron temperature, cc is the electron heat 
capacity of the sample, Pw and PDC are the absorbed LO and Joule powers respectively and R=V/I in the 
bias point. The time constant T* in Eq. 2 is the apparent time constant which is different from re.ph 
because of the feedback through the load resistor RL and due to the self-heating of the device. 

One can see that both time constants are close if RL=R. 
The expression for the output HEB mixer temperature due to the electron temperature fluctuations has 

been recently derived in [11]: 

T     If)        4°2ce RL C1 1__ 

Ire_ph(RL + R)   (+CR-RL)   l + (2afr*) 

TFL given by Eq. 4 agrees well with what we measured experimentally (see Fig. 4). 
From Eqs. 2 and 4 the SSB mixer noise temperature can be derived as follows: 

Te-phrLO 

The remarkable feature of the above expression is that the mixer noise due to the thermal fluctuations 
depends on neither the intermediate frequency nor the conversion gain if the latter is very high. In this case 
the mixer noise bandwidth can be very wide, even wider than the cut-off set tc.ph. Fig. 5 shows the noise 
contributions for ideal NbN sample. The noise bandwidth can be as large as 3.5 GHz even though the 
mixer bandwidth is 700 MHz. 

T   =T.-pH 
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Intermediate frequency (GHz) 
Fig. 5. SSB noise temperature vs IF for ideal NbN mixer. 

To achieve such a performance one should significantly improve the conversion gain that requires C=l. 
It is possible if ATC is very small and critical current density is large. This automatically follows by an 
enhancement of the temperature fluctuations. The mixer noise temperature is reaching at the same time its 
physical limit which is very low and does not depend on the radiation frequency. 

III. CONCLUSION 

We have performed a study of the 350 GHz NbN hot-electron mixer. It has been shown that even a 
non-optimized device can demonstrate -400 K SSB noise temperature if the RF loss has been excluded. 
The improvement of the film quality will allow to reduce the mixer noise temperature below 100 K. Such 
a performance should not depend on the radiation frequency. An increase of the noise bandwidth of the 
mixer is also expected. 
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I. INTRODUCTION 

The single-electron tunneling (SET) transistor is a 
three-terminal device in which a small metallic island 
is weakly coupled to a bias circuit through two small- 
capacitance tunnel junctions and a capacitive gate 
(Fig. 1). The total capacitance of this island to the 
external world, C-^ = (C\ + C2 + Cg) = 1 fF, is so 
small that the characteristic charging energy, Ec = 
e^/lCz, typically corresponds to temperatures of a 
few K. Consequently, when the electron temperature 
T is less than E<JkB the behavior of the SET transistor 
is dominated by single-electron charging effects [1]. 
The gate charge, Q0 = CgVg, allows one to control the 
number of electrons on the island at the single- 
electron level. When the island is superconducting, 
charge transport through the SET transistor is 
modified dramatically in the presence of photon- 
assisted tunneling (PAT). In this paper, we 
demonstrate that under suitable bias conditions, the 
device acts as a photon-activated switch which 
automatically resets itself. As a result, the absorption 
of a single microwave photon switches the device 
from a low- to a high-current state for a time of order 
1 |is, providing a new possible mechanism for very 
sensitive microwave detectors. 

A. Sample Fabrication and Measurement 

We fabricate both normal-superconductor-normal 
(NSN) and all-superconductor (SSS) SET transistors. 
In the NSN devices, normal-metal Au leads are 

+V/2 -V/2 

I 

Island 
C2 -g 

Gate 

g 
Fig. 1. Schematic of the SET transistor. The shaded squares denote 
the two small tunnel junctions with capacitances C\ and Ci- The 
capacitance of the gate to the island is Cg. Also shown is the 
current / through the device. 

coupled to a small (30 nm thick x 70 nm wide x 
2.2 |im long) superconducting Al island through two 
approximately 70 nm x 70 nm A10x tunnel junctions. 
The NSN samples are fabricated as in [2]. The SSS 
devices are fabricated as in [3] and are similar except 
that the leads are Al. For the samples considered in 
this paper, Ec a 100 u,eV (corresponding to 
Cj ~ 800 aF) and the measured tunneling resistances 
at high bias voltage V are approximately 100 k£l 

Each sample is measured in a top-loading dilution 
refrigerator as in [4]. All leads are carefully filtered 
with conventional low-pass RC filters at room 
temperature and at the mixing chamber temperature, 
TMC (^ 50 mK for all the data presented here), as well 
as a Cu-powder microwave filter that is thermally 
anchored to the mixing chamber. The sample is 
protected from relatively warm (= 4 K) surfaces in the 
interior of the cryostat by 700 mK and 150 mK Cu 
shields. Both shields have an approximately 1.5 cm 
circular hole through which the slug containing the 
sample is top-loaded. Thus, these two Cu shields are 
incomplete at microwave frequencies and above. Our 
commercial slug also provides significant cold 
shielding for the sample, but there are several 
mm-scale gaps in this shielding. In what we refer to 
as the "good-shielding" case, we cover each of these 
gaps with a conductor such as Ag paint. If the gaps in 
the slug are not completely covered, then small 
amounts of blackbody radiation from = 4K surfaces 
of the cryostat can reach the sample. We have made 
measurements in which the gaps in the slug shielding 
are left uncovered (the "incomplete-shielding" case) 
or partially covered (the "better-shielding" case). 

B. Behavior of a Well-Shielded Sample 

In order to describe the effects of PAT, we must 
first briefly discuss charge transport in a well-shielded 
SET transistor. For simplicity, we restrict ourselves to 
the NSN case. Fig. 2(a) shows the system energy at V 
= 0 for different values of n, the number of excess 
electrons on the island. The charging energy term 
(-en+QofiflCz in the system energy leads to a 
parabolic shape for each curve [1]. For odd n, the 
island contains exactly one quasiparticle at low T. To 
reflect this, the parabolas corresponding to odd n have 
been shifted upward by the superconducting gap A 
(=2£c)- As a result of A, the island exhibits 
surprisingly robust even-odd electron number effects 
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Fig. 2. (a) System energy curves for various charge states drawn for 
V = 0 for simplicity, (b) Experimental current versus gate charge 
(l-Q0) curve for V = 125 ]iV and TMc = 15 mK for a well-shielded 
NSN SET transistor. The current peaks near Q„ = ±e result from 
Andreev cycles which are important near the degeneracy points 
denoted by the solid circles in the top figure. 

even when it contains approximately 109 conduction 
electrons. In islands small enough to show charging 
effects, these even-odd effects persist for 
temperatures up to 300 mK [3]. When A > EQ, the 
ground state always involves an even number of 
electrons and SET is suppressed at low V and T. 
Under these conditions charge is transported 
exclusively through Andreev reflection (two-electron 
tunneling) which couples two even-n states. This 
Andreev current is shown clearly in Fig. 2(b). The 
current peaks in this figure result from a cycle 
involving sequential Andreev reflections at each of 
the two tunnel junctions. This Andreev cycle has been 
discussed in detail previously [2], [5], [6]. 

II. EFFECTS OF PHOTON-ASSISTED TUNNELING 

A. Comparison of Experiment and Theory 

If we degrade the shielding of the device, PAT 
leads to a secondary Andreev peak near Q0 = 0 [4], 
[6]. The experimental data of Fig. 3(a) illustrate how 
this secondary peak emerges and grows as the amount 
of absorbed radiation increases. We have calculated 
the current through the NSN SET transistor by 
including Andreev reflections, energetically favorable 
and photon-assisted SET events that put a quasi- 
particle onto the island, and escape processes in 

which a quasiparticle is removed from the island. We 
calculate PAT rates by considering a simple model in 
which the environment of the SET transistor consists 
of a resistor of size Renv at temperature Tenv in series 
with the two tunnel junctions. Following Martinis and 
Nahum [7], we consider Tenv » T. In this case, PAT 
greatly enhances the rates of otherwise energetically 
forbidden tunneling processes. In our model, we 
assume that R env is equal to the high-frequency 
impedance of the sample's leads, which is real and of 
order 100 Q. We also introduce a coupling parameter 
a such that a.Renv characterizes how much of the 
ambient cryogenic blackbody radiation penetrates the 
shielding layers and couples to the sample through its 
leads. Once a value for aRenv has been specified, we 
use Eqs. (1) and (3) of [7] to determine the PAT rates. 

The thin lines of Fig. 3(a) are theoretical I-Q0 

curves calculated in this way. These curves 
correspond to Tenv = 4 K [8], T = 50 mK, and 
measured junction capacitances and conductances. 
The theory curves agree so well with the experimental 
data that they are almost completely hidden by the 
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Fig. 3. (a) Three experimental I-Q0 curves for V = 125 \LV and 
TuC = 15 mK for different levels of electromagnetic shielding of 
the sample. Note the conspicuous secondary peak near Q0 = 0 that 
emerges as the shielding is degraded. Theoretical results (smooth, 
thin curves) for Tenv = 4 K and a R^ = 0.99 a, 0.19 Q, and 0 O 
almost perfectly coincide with the incomplete-shielding, better- 
shielding, and good-shielding data, respectively, (b) System energy 
diagram included to illustrate the origin of the secondary peak. The 
transition pair shown includes one photon-assisted transition 
(I"PAT) and one escape process (Tesc)- The solid circles denote 
degeneracy points where an Andreev cycle occurs. 
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data. Note, in particular, that the theory accurately 
captures the height and shape of the secondary peak. 
The only difference among the theory curves of 
Fig. 3(a) is that the values of aRenv used [9] are 
changed to reflect the level of shielding. The theory 
curve which fits the good-shielding data uses aRenv= 
0, as expected in the absence of PAT. According to 
our simulations, about 85 aW is absorbed by this 
particular device in the incomplete-shielding case. 
The amount of power absorbed in the better-shielding 
case is only 19 aW. 

Note that the thermal rounding at the bases of the 
primary Andreev peaks in Fig. 3(a) provides a useful 
measure of the electronic temperature T. This 
rounding is fit well with T = 50 mK regardless of the 
level of shielding, indicating that the absorbed 
microwave radiation produces minimal electron 
heating even at low T. Thus, the secondary peak is 
conspicuous in the presence of even very small 
amounts of microwave radiation. 

B. Photon-Activated Switch Behavior 

Fig. 3(b) illustrates that the secondary peak results 
when the absorption of a microwave photon provides 
enough energy to introduce a single quasiparticle to 
the island through SET. This takes the system from 
n = 0ton = ±l, where charge is transported through 
the system two electrons at a time (the Andreev 
cycle). For the sample of Fig. 3(a), this photon must 
have an energy > (A + Ec), so that the device is 
sensitive to frequencies / > (A + Ec)lh a 80 GHz. 
Without photon assistance, the introduction of a 
quasiparticle to the island is forbidden at the low V 
and T considered here. The Andreev cycle which 
couples the n = -1 and n = 1 states continues until the 
single quasiparticle escapes from the island after a 
relatively long "escape" time of order 1 \ls [2], [10], 
[11]. We envision a microwave detection scheme in 
which the height of the secondary peak provides a 
direct measure of the absorbed power. This device 
can exceed the "quantum limit" of one electron per 
absorbed photon because it behaves as a photon- 
activated switch. The detector current is turned off 
when the device automatically resets itself through an 
escape process [12]. In the data of Fig. 3(a), the 
secondary peak corresponds to approximately 3 
electrons tunneling through the system per absorbed 
photon. 

m. MICROWAVE SENsrnvTTY 

A. Measured Samples 

Up to this point we have only considered the NSN 
single-electron transistor. However, the detection 
scheme just described also applies to the all- 
superconductor (SSS) single-electron transistor. In 
terms of detector sensitivity, the SSS device has one 

T 
0 1 

(Gate Charge)/e 

Fig. 4. Experimental incomplete-shielding l-Q0 curve for an SSS 
SET transistor at V = 20 u V and TMC = 15 mK. Note the larger 
current scale in comparison with Fig. 3. Near Q, = 0, this particular 
device absorbs about 200 aW of microwave power and this 
produces a sizeable secondary peak. Since the device acts as a 
single-photon-activated switch, the secondary peak can correspond 
to the tunneling of many electrons for every absorbed photon. 

distinct advantage over the NSN device - namely, a 
"supercurrent" which can approach 1 nA occurs at the 
same degeneracy points where the much smaller 
(pA-level) Andreev current of the NSN system 
occurs. This greatly increases the sensitivity of the 
device as a microwave detector. Fig. 4 shows an 
experimental I-Q0 curve for an SSS SET transistor 
taken in the incomplete-shielding case. For this 
particular device, the maximum supercurrent is about 
50 pA and the escape time (inferred from sample 
parameters) is about 0.3 fis. Thus, at Q0 = 0, this 
device passes 50 pA of current for about 0.3 (is every 
time it absorbs a photon with a frequency greater than 
the threshold frequency. These numbers indicate that 
the secondary peak of Fig. 4 corresponds to 
(50pA)(0.3 \is)/e - 100 electrons tunneling through 
the system per absorbed photon. 

For the purpose of a rough sensitivity estimate, we 
assume that the sample is illuminated with 
monochromatic 80 GHz radiation. In this case, 100 
electrons tunneling for every absorbed photon 
corresponds to a current-to-power responsivity of 
approximately 3 x 105 A/W. If we measure the 
detector current with a commercial amplifier 
characterized by a current noise of 10"14 A//Hz, then 
we arrive at a noise equivalent power of 
3 x 10"20 W//Hz (referred to the device) [13]. 

B. Ultimate Sensitivity 

In order to make the device even more sensitive, 
we can optimize device parameters to increase both 
the level of the supercurrent and the escape time. By 
decreasing junction resistances to /?,- * RQ = 6.47 kß, 
we should obtain a nA-level maximum supercurrent. 
Since a single quasiparticle trapped on the supercon- 
ducting island must be near one of the tunnel 
junctions in order to escape, the escape time is 
proportional to the volume of the island [10], [11]. 
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Fig. 5. (a) Theoretical I-Q0 curves for an optimal SSS SET 
transistor microwave detector (maximum supercurrent of 1 nA, 
escape time of 1 us) for different amounts of absorbed power. 
These curves are calculated for V = 20 uV and T = 50 mK and are 
labeled by the power the device absorbs at Q, = 0. (b) A blowup of 
the region near Q0 = 0. Note that the absorption of only 0.1 aW 
produces a 2 pA secondary peak, a current that is easily measured. 

Thus, we can increase the escape time by fabricating 
larger islands. Although there is an upper limit on 
how large the island can be and still show significant 
charging effects, it is quite reasonable to consider an 
island with an escape time of 1 fxs. Thus, in an 
optimal SET transistor microwave detector about 
(1 nA)(l fis)/e - 104 electrons should tunnel for every 
absorbed photon. Fig. 5 shows how very small 
amounts of absorbed microwave power would affect 
such a sensitive device. Since its characteristic 
impedance is 2/?,- - 10 kß, it would be difficult to 
couple this device efficiently to an antenna structure. 
However, even when one accounts for poor coupling, 
this device should still be significantly more sensitive 
than existing detectors operating in the same 
frequency range [14]. 

IV. CONCLUSION 

We have shown that at low temperature 
(T < 300 mK), the SET transistor with a supercon- 
ducting island acts as a photon-activated switch near 
Q0 = 0. Since the absorption of a microwave photon 
merely switches the detector current on, many 
electrons tunnel through the system for every 

absorbed photon. This makes the device an extremely 
sensitive and potentially useful detector of microwave 
radiation. 
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(« Tesc) will be limited by the bandwidth of this 
current measurement in most cases. 

[14] For a general review see P. L. Richards, J. ofAppl. 
Phys. 76, 1 (1994). See also M. Nahum and J. 
Martinis, Appl. Phys. Lett. 63,3075 (1993). 
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1.0 INTRODUCTION 

Low-noise receivers in the THz range 
(frequencies 1-3 THz, wavelengths 100 \im 
-300 Jim) are presently applied primarily in 
astronomical and remote sensing observations. 
The best noise temperatures in this range are 
obtained by Schottky-barrier diode mixers, 
with typical DSB values of 80-100 x hf/k, 
where hf/k is the quantum-limit for noise 
temperature [1]. At 1 THz, hf/k is roughly 50 
K. An often stated goal is to develop new types 
of THz receivers which could demonstrate 
DSB noise temperatures of ten times the 
quantum limit [2]. At frequencies just below 1 
THz, Nb tri-layer junction SIS mixers meet or 
exceed   this   criterion   for   low   noise 
performance, but their noise temperature 
presently    rises    rapidly    above    the 
superconducting gap frequency of Nb, about 
700 GHz. SIS mixers also have limitations due 
to the capacitive nature of the SIS junction 
device, which make it difficult to extend their 
performance to THz frequencies. It has been 
proposed   [3,4,5]   that  the  hot electron 
bolometric (HEB) type of mixer, which relies 
on   bulk   effect   interactions   in   either 
semiconductors or thin film superconductors, 
and has very low parasitic reactance, can solve 
the problem of realizing low-noise THz 
receivers. Several versions of such thin film 
superconducting    mixers    have    been 
demonstrated for frequencies up to 530 GHz 
[6,7,8] with DSB noise temperatures in the 
range 600K-1000K. Due to the low parasitics, 
and the fact that the HEB mixers should work 
well both below and above the superconducting 
bandgap, the noise temperature is not expected 
to depend strongly on frequency. Thus the 
above results suggest that it should be possible 
to reach the goal of TRJ)SB = 10 X hf/k in the 
THz range. The effort reported in this paper 
was aimed at obtaining direct evidence for the 
potential of HEB mixers as THz receivers by 

performing measurements in this range. We 
chose to use C02-laser pumped methanol 
lasers at 119 \im wavelength (frequency 2.5 
THz) as both signal and LO sources for this 
experiment We obtained the first evidence for 
HEB mixing in NbN above 350 GHz, with a 
best intrinsic conversion loss of 23 dB. The 
conversion loss is still limited by the available 
LO power from the laser, due to the large size 
of this prototype device. The conversion loss is 
expected to decrease very substantially in future 
experiments. We also present IF response 
curves measured at X-band for the same type 
of NbN devices, which were fabricated on 
silicon substrates. The maximum IF bandwidth 
obtained so far is 3-4 GHz, and is expected to 
be essentially unchanged when the device is 
used at THz frequencies. This bandwidth is 
wide enough for most applications of THz 
receivers, but is likely to be increased further, 
as our understanding of the properties of thin 
film superconductors evolves. 

2.0 DEVICE FABRICATION AND 
OPTICAL COUPLING 

The devices were fabricated from NbN 
films which were 30 to 70 A thick. The films 
were magnetron sputtered on substrates of 
either silicon or sapphire. It has been shown 
that NbN films on these substrates have higher 
critical temperatures (Tc), and a sharp 
superconducting transition (small ATC ), 
compared with NbN films on quartz. Tc is 
about 14 K (12 K), and the transition width 
may be as narrow as 0.2 K (0.3 K) for 70 A 
thick films on sapphire (silicon). The small 
ATC should lead to lower conversion loss. 
Thinner films yield lower Tc and wider ATC , 
and were tested to optimize the IF bandwidth. 
Devices as shown in Figure 1 were fabricated 
by reactive ion etching. They consist of 175 
strips of width 1 \im, with 1 \im spacing. The 
size of the device was chosen to cover a typical 
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focal spot which could easily be obtained with 
the lasers. A 70 A device used in the 2.5 THz 
mixing experiments had a total resistance of 1.6 
kQ, i.e. 800 Q/square. We have calculated the 
coupling loss to such thin film devices with a 
dielectric substrate backing [9]. For a 
resistance per square of 800 ohms, we predict a 
coupling efficiency of 8 % (- 11 dB). The 
coupling loss can be improved substantially by 
employing matching techniques as described by 
us earlier [9]. The best method appears to be to 
construct a "back-short" behind the device by 
etching the silicon substrate to a thickness of 
about 8.7 [im, and then depositing gold on the 
back side of the substrate. We are presently 
developing this technique. 

3.0 OPTICAL SETUP 

Figure 2 shows the optical setup for 
the two-laser measurements. Both THz lasers 
were pumped by a single C02-laser. One laser 
was made to oscillate at a frequency about 1 
MHz away from that of the other laser by 
cavity tuning. The laser beams were combined 
with a wire grid polarizer, set at a 45 degree 
angle. The LO laser operated in a single 
waveguide mode producing a Gaussian spatial 
output profile with first sidelobes >20 dB 
down. The signal laser was an oversized half- 
symmetric resonator which supported more 
than one transverse mode (frequency). 
However, careful alignment produced a far- 
field spatial pattern which was Gaussian to a 
level 15 dB below the peak. An off-axis 
paraboloidal mirror focussed the THz radiation 
through a clear polyethylene window, and a 
black polyethylene sheet. The latter attenuated 
radiation at shorter wavelengths. The device 
was mounted on a copper post thermally 
attached to the bottom of the liquid helium 
container of the dewar. The temperature of the 
device could be varied by a resistive heater. 
For the mixing measurements we extracted the 
IF power through the bias tee, amplified it 
outside the dewar, and fed it to a spectrum 
analyzer. Once an optimum operating point was 
found, we also attempted to measure the 
receiver noise temperature at an IF frequency of 
about 1 GHz. In this case we fed the IF power 
through a ferrite isolator and an HFET 
amplifier, which were installed in the dewar. 
The measured IF amplifier noise temperature, 
including the isolator,    was about 90 K. 

Outside the dewar, we employed a post- 
amplifier, detector, and a lock-in amplifier. For 
the noise measurements only the LO laser was 
pumped, increasing its output power by 3 dB. 
A chopped hot/cold source was substituted for 
the signal laser. 

4.0 EXPERIMENTAL RESULTS 

4.1 Mixing at 2.5 THz 

Due to the relatively large size of the 
device, it was important to choose an operating 
temperature (T0p) for which the LO power 
required is minimized. Since the critical current 
varies with temperature, and is lower close to 
Tc, the operating temperature should be close 
to Tc . If T0n is too close to Tp, however, the 
conversion loss decreases quickly. The best 
choice of T0n is therefore typically a few times 
ATC below Tc. If the LO power is sufficient, 
one will see a substantial ( about a factor of 
two) suppression of the DC current as the LO 
is applied, see Figure 3. The optimum 
conversion loss occurs for a DC voltage range 
of about 0.1 to 0.3 V in this diagram. Figure 3 
was recorded in an earlier experiment, when 

"the incident laser power was 20 mW. In the 
mixing experiment, the incident LO power was 
6 mW. The actual absorbed power can be 
measured by making use of the fact that along a 
line of constant resistance in the I-V-diagram, 
the electron temperature is constant, and thus 
the total absorbed power (PDC + PLOHS also 
constant. We found that the absorbed LO 
power was 0.16 mW, i.e. the total optical 
coupling loss was 15.6 dB; roughly 3 dB of 
this loss is due to the fact that the device fingers 
were oriented horizontally, whereas the 
polarization of the incident radiation was at 45 
degrees. The uncorrected conversion loss from 
the incident signal laser power (0.7 mW) to the 
IF output port was 41.5 dB. Figure 4 shows 
the recorded output from the spectrum analyzer: 
the peak at about 1 MHz is the mixing product 
of the main modes of the two lasers. Other 
smaller peaks are due to higher order transverse 
modes of the signal laser, but are at least 20 dB 
down from the main peak. The origin of these 
peaks could be verified by blocking the beam 
of one laser. We can calculate the intrinsic 
conversion loss Pj„t = 41.5 dB - 15.6 
dB - 3 dB = 23 dB. We have substracted 3 
dB for the beam splitter loss, which would not 
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occur in an actual receiver system. Attenuating 
the LO by 6.2 dB, we observed a decrease in 
IF output power by 7 dB, which indicates that 
the mixer is LO starved. We expect that the 
intrinsic conversion loss would decrease to 
about the 10 dB level, typical of NbN mixers 
measured at 350 GHz, when sufficient LO 
power is available. 

We also attempted to measure the noise 
temperature of the mixer, but were not able to 
do diis because the chopped hot-cold signal 
was too small compared to the system noise 
level. A calculation with reasonable values for 
the parameters (Lc = 40 dB; TIF = 100 K) 
yields an estimated value of TR,DSB of 5 x 
105 K. This value is near the limit for 
measurable noise temperatures in the system. 
Our measurement system was checked by 
measuring the receiver noise temperature of a 
corner-cube mounted Schottky-barrier diode 
mixer. The result agreed well with published 
values for the particular diode model, measured 
at 2.5 THz [10]. The main factors which give 
rise to the high noise temperature of the NbN 
mixer are (1) the optical coupling loss, and (2) 
the fact that the mixer was LO starved. We 
have shown, however, that NbN HEB devices 
are capable of mixing at 2.5 THz. The coupled 
LO power needs to be increased by about an 
order-of-magnitude in order to lower the 
conversion loss to its optimum value. This 
level of LO power agrees with calculations 
based on HEB theory, as well as 
measurements at lower frequencies on smaller 
devices. Since it has been shown that the 
output noise temperature of a NbN device can 
be as low as 100 K [11], we can project a DSB 
receiver noise temperature of about 500 K, 
when the total conversion loss is brought down 
to the 10 dB level. The conversion loss can be 
decreased by (i) use of the "back-short" method 
described above, or (more effectively) (ii) by 
coupling a much smaller device through a 
hemisperical lens [12]. The LO power required 
for the smaller device would be at most a few 
uW. We are pursuing both of these 
approaches. 

4.2 Bandwidth Measurements at X-band 

It has been shown that microwave 
measurements of the IF bandpass curve for 
NbN mixers yield the same frequency 
dependence and bandwidth as when the 

measurement is done at 230 GHz [13]. We 
have employed this method in order to 
determine the bandwidth of NbN devices of 
different thickness on silicon and sapphire 
substrates, and at different temperatures. 
Complete results are not yet available, but some 
trends can be seen. The devices are mounted on 
a dipstick, which is inserted in a liquid helium 
storage dewar. A 30 A device, measured at 4.2 
K, gave a 2 GHz bandwidth. The 70 A device 
on Which we performed the 2.5 THz 
measurements, has a bandwidth of 1.2 GHz, 
when measured at 4.2 K, and 3-4 GHz at a 
temperature close to the operating temperature 
of the THz mixer (11.3 K) (Figure 5). The 
wider bandwidth at a higher temperature is 
expected based on the theory of HEB mixers 
[4,5]. Note that the 2.5 THz measurement was 
made for an IF frequency of 1 MHz, and that 
the IF response curve is essentially flat at the 
lowest frequencies. 

5.0 REFERENCES 

[I] R. Blundell and C.E. Tong, Proc.IEEE, 
80,1702(1992). 

[2]    M. Kaplan, Proc.Sec.Intern.Symp.Space 
THz Technol.,l(l99l) 

[3]    J.X. Yang et al., IEEE Trans. Microw. 
Theory        Techniques,M T T - 
41,581(1993). 

[4]    E.M.      Gershenzon      et      al., 
Superconductivity, 3,1582(1990). 

[5]    E.M. Gershenzon et &1.JEEE Trans. 
Magnetics, MAG-27, 1317(1991) 

[6]    Ekstrom et al., IEEE Trans. Microw. 
Theory        Techniques^ T T - 
43,938(1994). 

[7]    Skalare et al., IEEE TransAppLSuperc, 
June issue(1995). 

[8]    Okunev et al., IEEE TransAppLSuperc. 
June issue (1995). 

[9]    Gerecht et al., Sixth Intern Symp. Space 
THz Technol, (1995). 

[10] P.A. Wood, Ph.D. Thesis, U. Virginia, 
January 1994. Also Fifth Intern. Symp. 
Space THz Technol, May 1994. 

[II] H.    Ekstrom    and    B.S.    Karasik, 
Appl.Phys.Lett, 66, 3212 (1995). 

[12] Gearhart et al., IEEE Microw.Guided 
Wave Lett., 3, 205 (1993). 

[13] Kawamura et al., Sixth Intern Symp. 
Space THz Technol., (1995). 

621 



6.0  FIGURES 

Substrate       ,_ 
(Si or Sippbirc)       | r 

FIR Luern 
(CHOH) 

^Sr 
FKLooI 
(CH.OH) 

Figure 1. NbN device for the 2.5 THz mixer.      Figure 2. Optical setup for measurements on 
the 2.5 THz mixer. 
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Figure 3. Measured I-V-curve for the NbN 
device used in the 2.5 THz mixer. 
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Figure 4. Spectrum analyzer recording of the 
IF output from the 2.5 THz mixer. 
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Figure 5. IF response curve for a 70 A thick 
NbN device, measured at X-band. 
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Since the early days of nonlinear optics, there have been efforts to apply optical para- 
metric down conversion techniques to the generation of THz or far-infrared radiation [1]. 
But the practical realization of an optical parametric oscillator (OPO), with a tunable sig- 
nal output in the THz frequencies, has been hampered by the relatively weak nonlinear 
susceptibility x^ of natural crystals. Recent studies of the nonlinear optical properties of 
asymmetric double quantum wells using GaAs/AlGaAs heterostructures have shown that 
these structures posses enormous x^ ~ 10-6m/V, which is four orders of magnitude greater 
than in bulk GaAs [2]. These quantum wells act like giant artificial atoms, whose nonlinear 
optical properties can be optimized by proper design [3]. Moreover, when operating near 
resonance, one can tune the nonlinearity using the Stark shift by simply applying a bias 
voltage [4, 5]. In this paper, we propose to take advantage of these properties of quantum 
wells to design an OPO for THz applications. The large value of x^ wm provide enough 
gain to overcome the losses at a reasonable level of CO2 pump power, while the resonant 
Stark shift will be used for quasi-phasematching and tuning of the OPO. 

A large value of %(2) can be achieved by designing an asymmetric double quantum well 
(DQW) structure that is doubly resonant at both the pump u)p and signal OJS frequencies 
(Fig. 1). This resonant enhancement of x^2\ in addition to the large dipole matrix elements 
of quantum wells, leads to a strong nonlinear response and hence a large gain. If only the 
ground state E\ is occupied, and when up and ws are close to resonance [6], 

■V®(LJ  =W ) = ^- Z12Z23Z13  m X    {  S       P       l)       eo   (A^3 - hus + iT23)(AEn -hup + iTn) ' W 

where N is the three-dimensional electron density in the wells, Zj/s are the dipole matrix 
elements, and T^'s are the linewidth broadenings. In previous work [2, 3], the quantum wells 
were designed to maximize x^ by maximizing the product 212223213• However, one cannot 
design an OPO by simply maximizing the x^ because this will lead to a large absorption 
loss of the pump and/or signal. Since the threshold condition for an OPO is determined 
by the balance of gain and loss, it is important to minimize the loss. The absorption loss 
of the signal can be avoided by designing the DQW structure to have negligible electron 
population in E2. This can be achieved by using the DQW structure of Fig. 1, operating 
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Fig. 1 

at LHe temperatures and low pump power. But a large absorption loss of the pump is 
unavoidable for a doubly resonant quantum well and will limit the useful length of the 
nonlinear crystal under phasematched conditions. A good figure of merit is the ratio of x^ 

(2} 
to pump absorption ap at resonance *— ~ en^c^p3. Thus we see that the wavefunctions 
must be tailored to maximize 212^23 while making zi3 small enough to get a useful crystal 
length. The linewidth broadening T can be made small (1-5 meV) by cryogenic operations 
and modulation doping [2]. We designed the DQW structure of Fig. 1 to have z12 = 22.51, 
Z23 = 20.3.A and Z13 = 2.76A, while the energy levels are set for double resonance at the 
pump Ap ~ lOfj, and signal Xs ~ 60/x frequencies. This gives a maximum x^ ~ 10~6m/V 
for an electron density of 2 x 1011 cm"2 in the wells. The matrix element zx% is made 
relatively small, corresponding to a depletion length of about 1 mm for the pump. 

Quasi-phasematching is achieved by processing the GaAs into the periodic waveguide 
structure shown in Fig. 2. The periodic grid on the top face will be used for phasematching. 
The alternating metal strips of the grid can be biased at different voltages Vi and V2. The 
bias voltages affect the energy levels of the quantum wells through the Stark shift. Thus 
x'2' can be tuned to be on or off resonance. Capasso et. al. [5] have demonstrated this 
experimentally in the case of second harmonic generation. A periodic x^ may be set up 
in the waveguide by adjusting V\ to be on resonance while V2 is tuned off resonance. If the 
period of the grating A is made equal to the coherence length lc = ^, the condition of 
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quasi-phasematching results [7]. For parametric generation, 

Ak = ks-kp + ki = -(nsus - npup + n^), (2) 

Using the relation hujp = hujs + JkJi and with np ~ n{ = n and ns = n + An, we obtain 
for the coherence length lc ~ r^fa. The real part of x^ due to intersubband transitions 
vanishes at resonance. In this case we only need to consider the bulk indices of refraction 
to estimate lc. In GaAs np ~ n* = 3.3 and ns = 3.55, so that An a 0.25. Thus we must 
have a grating period of A = lc ~ 120/zm. This can be easily fabricated. Imperfections 
in fabrication and/or our estimate of lc can be corrected by tuning the pump frequency 
to be slightly off resonance so that the real part of x^ will give a small contribution to 
An [8]. The bias electric field needed to tune x^ off resonance can be estimated from the 
tight binding approximation. In the tight binding approximation, the electrons in energy 
levels E\ and E-i are mostly located in the wide well, while the electrons occupying E% are 
located in the narrow well (see Fig. 1). Thus the change in energy spacings AE23 and 
A.E13 can be approximated by the potential drop across the centers of the two wells. To 
tune x^ off resonance, we need a bias field approximately ez*Euas ~ T, where z* ~ 10 nm. 
This gives an estimate of Ebias ~ 10kV/cm. While one of the electrodes (say V2) is tuned 
off resonance in this way, the other V\ is adjusted so that the desired signal frequency is 
exactly on resonance. This serves as a basis for tuning the OPO. Just as in a laser, the 
mode that will oscillate in the OPO is the one with the largest gain. Since the gain is 
directly proportional to x^2\ we can tune the OPO by simply adjusting V\ to a different 
resonance frequency. 
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A transition from the superconducting state to the normal one (S-N 
transition) under dc or pulse control current results in 3-5 orders change of a 
microwave surface resistance of high-Tc superconducting (HTS) films exhibiting 
very short switching time (10~10-10_11s ). This looks promising for many 
microwave applications. Microwave switches and digital phase shifters are under 
consideration in this paper. 

The typical configuration of the S-N switching element in single-strip and 
double-strip form is shown in Fig. 1. The equivalent circuit of the S-N element 
comprises inductance L and resistance RS/RN üi series and two capacitances in 
shunt (Fig. 2) The quality of the S-N switching element can be evaluated by 
parameter K=RN/RS The K parameter is temperature and frequency dependent 
and for f<10 GHz and T=77 K is high enough (K>104) to provide low insertion 
loss in microwave switches and digital phase shifters [1]. 

The SPDT switch with two S-N switching elements is shown in Fig. 3a. The 
switching element consists of the meander form single-strip line loaded by an open 
stub and is connected in shunt with a 50 Q wave impedance microstrip line. The 
YBCO meander lines were manufactured on a separated sapphire substrate (Fig. 
3b.) and then mounted between the transmission line and the open stub on alumina 
substrate. The frequency dependence of transmission coefficients S21 and S31 are 
shown in Fig. 4. The switch exhibits low insertion loss (S21) and high isolation 
(S31). 

Based on the SPDT switch structure the rat-race ring 180° digital phase shifter 
(Fig. 5) was designed, manufactured, and measured. The phase shift is determined 
by the difference between path lengths for the traveling wave from input to output 
while switching the S-N meander elements. The insertion loss and the phase shift 
versus frequency are presented in Fig. 6. The insertion loss level is determined by 
attenuation in copper microstrip line on alumina substrate, and is negligible small 
in both S-N switching elements. 

In order to widen the frequency band the low-inductance double-strip S-N 
switching elements were used. Two YBCO strips 0.3 mm long an 5 jam wide with 
0.2 nHn inductance form the S-N switching elements in loaded-line type phase 
shifter (Fig. 7). In order to equalize the insertion losses in both states of the phase 
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shifter and to decrease insertion loss, the specially designed transformation 
network was used. The phase shifter ( A(p=ll°) is manufactured on 0.5 mm thick 
sapphire  substrate using HTS  film microstrip lines.   The  experimental  and 
simulated (thick line) phase shift characteristics of the 11° phase shifter are shown 
in Fig. 8. The measured insertion loss is no more than 0.5 dB. 

•A wide-band S-N switch design is based on a concept of a symmetrization of 
the switch parameters in the N- and S-state: I SnN| = | S2iS I. The equivalent 
diagram of the wide-band S-N switch is shown in Fig. 9. The switch comprises 3- 
dB hybrid coupler with identical terminations in two arms. The termination 
includes the single-strip 0.3 mm long and 10 urn thick S-N switching element ( 1 ) 
and a transformation network ( 2 ) which should provide matching between 
averaged resistance  of the  S-N element  R    =  lR    R     and 50  Q  wave m    \  n     s 
impedance [2]. The modules and argument of reflection coefficient of the S-N 
switching element are shown in Fig. 10. It should be stressed that the phase 
difference between the S- and N-state reflection coefficients must be 180°. The 
wide-band 3-dB branch-line hybrid with additional half-wave length transmission 
line sections [3] is used in the device. The device can be considered as the S-N 
switch, if only one termination of the 3-dB coupler is switched. The characteristics 
of the wide-band S-N switch in the off-state (only one S-N switching element is in 
the N-state under control current) is shown in Fig. 11, and in the on-state (both S- 
N switching element are in the S-state ) is shown in Fig. 12. The main advantage 
of the devices under consideration is a low insertion loss. The short switching time 
and low noise figure should be taken into account. 

Conclusion. 
The low-loss switches and phase shifters based on S-N transition in HTS films 

were  designed and measured.  The  devices  are  competitive  with traditional 
semiconductor ones. 
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The single-flux-quantum (SFQ) pulse is the basic information "bit" of several new families 
of digital logic employing superconducting circuits [1]. SFQ logic promises LSI clock 
rates of hundreds of GHz, much faster than semiconductor logic, with negligible heat 
generated by the circuitry. 

An SFQ voltage pulse is generated when a quantum of magnetic flux, a fundamental 
"particle," passes through a Josephson junction. The pulse area is quantized: the integral 
of the voltage over time is exactly equal to h/2e, which is 2.07 mV x ps. Note the units 
chosen here. SFQ pulses are regularly generated, processed, and detected in many 
different superconducting circuits. In addition, solitonian fluxons propagating on a 
Josephson transmission line have been measured by a Josephson sampler, by convolution 
of the fluxon with the sampler's few-picosecond internal response [2]. However, because 
of the small amplitude and picosecond timescale, it has not been possible to experimentally 
observe in detail the dynamics of a Josephson junction, to map out and to delineate the SFQ 
pulse. 

We have directly observed superconducting SFQ pulses. These time-domain measurements 
were achieved using a cryogenic electro-optic (EO) sampling system [3]. The rms noise of 
the measurement was less than 70 ^V and the temporal resolution was 200 femtoseconds. 

In our experiments a silicon metal-semiconductor-metal (MSM) photodiode with an 
electrode separation of 2 urn was used as an optoelectronic switch [4]. The MSM diode 
was mounted in-line on a Nb superconducting microstrip. With the illumination of a laser 
pulse, the diode produced a saw-tooth-like waveform which propagated along the 
microstrip to two Josephson junctions consecutively shunting the strip to the groundplane 
[5]. Each junction had a critical current Ic of 150 uA at 2 K and the McCumber parameter 
ßc of 1.5. The inductance between the junctions was estimated to be 6.5 pH. To produce 
SFQ pulses, the junctions were biased at about 0.7 Ic and the MSM diode was biased at 
5 V and illuminated with blue light laser pulses. The SFQ pulses generated by the second 
Josephson junction then propagated down the microstrip. By changing the light intensity, 
different switching amplitudes from the MSM diode were generated and as a result different 
numbers of SFQ pulses were generated. The entire sample chips, including the MSM 
diodes, were fabricated using conventional Nb technology [6]. 

The time-domain observation of the SFQ pulses was made using a cryogenic EO sampling 
system by non-invasive measurements of the microstrip fringe field. The EO sensor was a 
lithium tantalate (LiTaOs) crystal attached to cover the superconducting circuit [7]. A 
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titanium-doped sapphire mode-locked laser with ~150-fs pulses was used. The frequency- 
doubled (400 nm) light penetrating a dielectric coating on the LiTaQj crystal was directed at 
the MSM diode mounted on the device under test (DUT), acting as the switching beam. 
The fundamental light (800 nm) serving as the sampling beam passed through the LiTa03 
crystal, experienced the birefringenceX caused by the fringe electric field from the 
microstrip, and was reflected to the analyzer. Both the switching and sampling beams were 
focused by a single microscope objective and delivered through an optical window to the 
DUT, which was immersed in superfluid helium. 

Calibration, converting the measured fringe field to the "real" voltage transient, was 
accomplished using a passive superconducting microstrip that contained no Josephson 
junctions and was separated from the DUT by 300 ^m. A known electrical signal was 
applied to the passive transmission line to determine the voltage scale-factor. The sampling 
beam was then moved back to the DUT. Sensitivities at the two measurement points were 
assumed equal, justified by knowing that the crystal was in uniform contact with the chip to 
within 250 nm (as verified by interference fringes observed through the crystal). 

A sequence of experimental results is shown in the Figures. Figure 1 is the response of the 
Si-based MSM diode. Figure 2 shows the junctions' output for moderate light intensity; it 
is unambiguous - one SFQ pulse. The measured pulse in Fig. 2 has a width of -3.2 ps 
and an amplitude of -0.7 mV. The time-integrated voltage of the pulse is shown by the 
dashed line. It is 2.1 ± 0.2 mVxps, compared to the known magnitude of the magnetic 
flux quantum: h/2e = 2.07 mV x ps. The shape of the measured SFQ pulse in Fig. 2 agrees 
very well with simulations based on JSPICE [8]. Figure 2 represents -15 minutes of data 
acquisition. 

Z1ES9 

Fig. 1 Output of the Si-based MSM diode 
excited with a femtosecond laser 
pulse. 

Fig. 2 Junction output voltage at low diode 
excitation, showing an SFQ pulse. The 
dashed line is the time integral of the 
voltage. 
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Fig. 3 Junction output at higher diode 
excitation, corresponding to three 
flux quanta. 

Fig. 4 Junction output with still higher diode 
excitation level. 

With increased light intensity multiple flux quanta are generated by the Josephson 
junctions. In Fig. 3 we see that three flux quanta have been generated -- the time-integrated 
voltage is about 6 mVxps. In this case the JSPICE simulations are less successful at 
duplicating the experimental result. At still higher input levels, as in Fig. 4, the output 
begins to acquire the overall shape of the input (Fig. 1) with the Josephson junction 
dynamics superimposed, even though the time-integrated voltage must still be constrained 
to be a multiple of h/2e. 

Superconducting circuit design has relied completely on simulation tools such as JSPICE. 
Real Josephson junctions, however, are subject to numerous effects, many well-known 
and well studied, which are not included in the simple resistively-shunted junction model 
always used to simulate SFQ logic circuits. In addition, SFQ circuit simulations do not 
generally include noise, microwave effects, etc. It is crucial to determine how well 
standard simulations concur with actual experiments, for common circuit configurations, 
and whether in certain cases simulation routines must be expanded to include other effects. 

Now, with the direct observation of the SFQ pulses, it is for the first time possible to 
examine directly the dynamics of ultrafast superconducting digital circuits in more detail. 
We will discuss the results of several experiments which have been proposed [9] and are 
currently in progress. 

In conclusion, our cryogenic electro-optic sampling system is a powerful tool for the study 
of superconducting circuits. It combines temporal resolution of 200 fs and voltage 
resolution down to sub-hundred-microvolts with the versatility of non-invasive probing. 
This leads to the possibility of nodal analysis of superconducting circuits ~ the sampling 
beam can be focused down to less than 2 ^im and placed arbitrarily on the DUT. The 
instrument will also be valuable for the investigation of other electronic phenomena at 
cryogenic temperatures. 
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Efforts to fabricate Josephson junctions from high-Tc superconducting materials have 

directed researchers to investigate weak links in YBa2Cu3(>7.ö (YBaCuO) structures. In an effort to 

find a reliable and reproducible fabrication technique in these YBaCuO systems, many new types of 

junctions have been invented over the past few years. At one time, grain boundary junctions (GBJs) 

seemed to be the most promising candidate to base future work on, but gross spatial inhomogeneities 

at the interface1 have stalled the development of useful devices. Later, an S-N-S edge junction 

process2 (see Fig. 1) was developed by Conductus, Inc. They used an artificial oxide normal metal 

layer with close lattice match to YBaCuO as the 

junction weak link. This allowed for in situ 

epitaxial growth. Much of the initial emphasis 

on weak-link materials fell on two metallic 

ruthenates, CaRuC>3 and ferromagnetic SrRu03, 

but devices using these oxides still showed 

strong inhomogeneities at the S-N interface3. 

The present design still uses an edge junction 

process. However, the normal metal weak link 

is now 1% cobalt-doped YBaCuO 

(YBaCoCuO). YBaCoCuO has a lower critical 

temperature (Tc = 55 K) than pure YBaCuO and 

YBaCuO 

YBaCuO Weak Link 

Fig. 1. A schematic cross section of an edge junction and 
field direction studied in this paper. The slanted interface is 
created by a uni-directional ion mill process. The slope is 
typically at a 30° to the plane of the substrate. 

hence acts as a weak link between 55 K and 90 K. These S-N-S devices have strong resistively 

shunted Josephson I-V shapes at 77 K, exhibit Shapiro steps in microwave fields, and most 

importantly, have cleaner Ic diffraction patterns in magnetic fields (H) than their GB J or S-ruthenate- 

S predecessors. Data taken from these Ic vs. H modulation patterns suggest a critical current with far 

fewer spatial inhomogeneities. The emphasis of this paper is on the field diffraction experiments we 

performed on these junctions, and on the Fourier transform model we used to derive a consistent 

quantitative picture of the spatial distribution of the critical current. 
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The YBaCuO/YBaCoCuO/YBaCuO edge junctions were fabricated using the process 

described in Ref. 2. Each junction we measured was 4/<m in total width. The thickness of the 

YBaCoCuO layer was dN=200 Ä, with 0.2 pern YBaCuO electrodes on either side of the 30° incline 

(see Fig. 1). We applied a field (H) in all relevant orientations: Parallel (H parallel to the substrate; 

perpendicular to the current), Perpendicular (H perpendicular to the substrate and hence the current), 

and Slant (H directed along the 30° incline of the junction). Field modulation periods of Ic(H) from 

the Parallel and Perpendicular geometries agreed with standard models using the physical size of the 

devices and will be discussed thoroughly in a future paper. We concentrate here on the Slant field 

data, since in this orientation, the junction geometry is relatively free from unusual ramp geometry 

effects. The data shown in this paper were taken using an AC current bias I(t) = I0cos(2jr/t), where 

/ = 77 Hz and I0 = 0.2 mA. All of the junctions were immersed in liquid nitrogen and had a four- 

point finite voltage resistance RN = 0.25 Q which was field-independent. A magnetic field up to 100 

gauss could be applied using a copper coil which itself sat in a //-metal cylinder to reduce the residual 

field to s 10 mG. The voltage across the junction was monitored both on an oscilloscope and 

through a lock-in amplifier: IcS could be measured directly from the scope, or from the output of the 

lock-in converted into current units using the scope I-V curve. 

There were two distinct classes of junctions. Junctions of type "A" had a modulation field 

period AH = 0.5 G, lc(0) = 20 pcA and diffraction lobes that died away within a few gauss (as would 

normally be expected with a clean junction of this size). These were in stark contrast to junctions of 

type "B" which had a AH = 0.3 G, a much larger Ic(0)=:100^A and diffraction lobes that persisted 

out to at least several kG. 

The field periods (AH) of the Ic(H) modulation yield information about the magnetic size of 

the junction4. Taking demagnetization factors5 into account, the relationship is approximately 
$0t 

AH a , where X. is the London penetration depth, t and w are the thickness and 
1.2wz(2X+dN) 

width of the junction and <J>o is the flux quantum. From this, we find that the type B samples have an 

effective magnetic width w = 5 pan, while the type A give w = 3 pan. These numbers show that the 

magnetic width is comparable to the physical width of A pan. 

The quantitative shape of the diffraction pattern gives information about how the supercurrent 

distributes itself in space along the face of the junction. The Ic vs. H lineshape is an absolute 

magnitude Fourier transform (FT) of the spatial distribution of the supercurrent density6 Js(x), as 

given by the equation IC(H) = lf*Js(x)e'°(x) Here <£(x) is the phase difference between the two 

superconducting electrodes and Js(x) is the supercurrent density distribution along a line 

perpendicular with H, integrated in the direction of the field. Since only the magnitude of the Fourier 

transform is measured by Ic(H), this relation cannot be inverted uniquely to obtain Js(x). The next 
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logical alternative is to guess at a reasonable functional form for Js(x), run a Fourier transform on that 

assumption and match that transform against the data 

Figure 2 shows a typical modulation of 

Ic in field for a type A junction. The empirical 

result is shown as a solid line, while the 

computer generated fit is represented by the 

dotted line. The data clearly shows a strong 

central maximum with a 1 st order lobe centered 

at 0.8 gauss. There is no discernible structure at 

fields higher than 1 gauss. The sharp decay of 

Ic(H)/Ic(0) of a type A junction with just a single 

side-lobe is strongly suggestive of a "center- 

wedge" current (see Fig. 2 inset). The FT of 

this particular current profile reproduces this 

1      1.5     2 
H (gauss) 

Fig. 2. Field modulations of Ij^HJ/IcCO) for a type A sample 
at 77 K. Data is the solid line and the FT fit is the dotted 
line. Inset The supercurrent distribution that the fit is 
based on. 

-•-Edge Current 
"*"C*ottr Current 
—Fiml Profile 

single secondary peak as well as the relative peak heights. At field values past the single peak, the 

computer model and the data show similar small variations, although at critical currents this low (Ic < 

3 jxA) thermal fluctuations7 at 77 K begin to smear the signal. 

The Ic vs. H pattern for a representative 

type B junction is found in Fig. 3. This data 

shows that the central maxima is now 

accompanied by many side lobes which continue 

out to high field. The decay of the Ic of type B 

junctions is a much slower function of field than 

type A, so the FT fit shown required a different 

current density profile. More specifically, the 

type B lineshape is indicative of a strong H (gauss) 

Fig. 3. Magnetic field dependence of ir^Hj/l^O) for a type B   supercurrent near the junction edges. We can 
junction at 77 K. The applied field was directed along the      ,,        .     .    j ••,,,,, 
slantedge. Inset Supercurrent distribution that best fits        ^ to understand quanütaüvely both the larger 

tea** lc(0), the smaller AH and the Ic(H) shape by 

assuming Js(x) is a combination of the "center-wedge" distribution found in type As and an "edge- 

current" with a decay tailored to the peak heights in the data. After choosing functional forms6, the 

two parameters of this model are the ratio of the AH periods and the ratio of the magnitudes of the 

type A and type B current profiles. Both of these parameters are constrained by the data. The width 

ratio is given by the AH for each type, and the magnitude ratio is dictated by the values of lc(0). 

Using these constraints, we arrive at the current density shown as an inset to Figure 3. The FT of 

this new profile reproduces the peak heights, shapes and their persistence in high field 
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The presence of this side current in the type B junctions is more than likely a defect that 

needs to be corrected in future revisions of the processing technology. It is possible that the finger 

sides are damaged during an ion mill step used in the fabrication of these new edge junctions. This 

would allow for easier flux penetration along the edges, resulting in a concentration of the screening 

current in that area. It is also possible that weak link layer material has become oxygen deficient 

during the fabrication process. It is known that the Tc of YBaCoCuO rises as oxygen is lost from the 

crystal lattice. The prospect that these side currents are a result of a stronger superconducting link at 

the edges will be investigated in future experiments. 

As the high Tc junctions of today get better than the early attempts at GB Js and S-N-S 

heterostructures, the technology quickly approaches a state reliable enough to begin the production of 

commercial devices. Before that point is reached, the distribution of supercurrent and the flux 

penetration at the interfaces must be understood. This work has presented a clear and consistent 

model which points to a buildup of supercurrent at the edges of these new YBaCoCuO edge 

j unctions. Although these junctions do not possess the spatial inhomogeneities of the other high Tc 

junctions and are thus obviously superior devices, this edge current problem must be corrected before 

clean Josephson behavior can be observed. 
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HOT ELECTRON BOLOMETRIC HIGH-Tc MIXER:NEXT STEP 
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Department of Physics, Moscow State Pedagogical University, 119435 Moscow, Russia 

Abstract -This paper describes the basic 
conception for the development of a hot-electron 
high-rc superconducting terahertz mixer. A 
small bridge manufactured from a high quality 
thin YBa2Cu307-A (YBCO) film may serve as a 
sensitive device in the receiver of submillimcter 
and infrared radiation. In contrast to the 
Schottky diode mixer, this mixer has a low and 
easily controllable optimum local oscillator (LO) 
power. The mixer can operate at liquid nitrogen 
(LN2) temperatures when biased to the resistive 
state with transport current and LO power. 
Under irradiation, a nonequilibrium distribution 
of excited electrons arises, which may be viewed 
as the hot electron phenomenon. Theoretically, 
under such conditions a small conversion loss can 
be obtained. A mixer IF bandwidth of 18 GHz, 
limited by the measurement system, was 
experimentally obtained at 3 mm, 10 p.m, and 
1.5 urn waveranges. Whole an intrinsic limit of 
100 GHz predicted. In-plane sizes of the film can 
be easily adjusted so as to be matched to a small 
antenna and also to provide the necessary 
dynamic range and LO power. At present the 
minimum attainable sizes are believed to be 
0.3x0.5 um2 with the film thickness ~ 10 nm. 
This may be estimated to correspond to 10 uAY 
of the optimum LO power and SSB noise 
temperature limit due to the intrinsic 
mechanisms has been estimated as low as 
2500 K. The spectral variation of the mixer 
performance is not expected to exhibit any gap 
peculiarities. 

I.Introduction 

Recently, a growing interest has been observed 
in hot electron bolometric HEB mixers utilizing 
thin superconducting films in the resistive state[l] 
has recently arisen in connection with prospects of 
terahertz applications. The potential advantage of 
the hot electron mixers is that they can be made 
simple, from the view-point of both the circuit (low 

or no parasitic reactances) and especially the 
technology. This is particularly obvious if we 
compare them with the superconducting SIS mixers 
using Nb tri-layer technology, which have 
demonstrated excellent sensitivity, of the order 
5 times the quantum limit for the frequencies below 
700 GHz. For frequencies at and above the band 
gap of niobium (700 GHz) the niobium SIS mixer 
is not expected to perform so well. Only Schottky 
diode mixers with the noise temperature about 100 
times the quantum limit work reliably near and 
above 1 THz[2]. InSb mixers have a noise 
temperature about 20 times the quantum level in 
the 0.5 to 1 THz frequency range, but the 
bandwidth of 1-2 MHz is too narrow for most 
applications. Hence, there are special reasons to 
investigate the mixing mechanisms which do not 
suffer from these limitations at THz frequencies. 
The main superconducting materials which have 
been investigated for HEB mixers so far are Nb and 
NbN. In this paper we will concentrate on High-rc 

superconductor YBaCuO. 
HEB superconducting mixers have all the 

advantages of the bolometers, i.e. they have no 
conversion efficiency restriction throughout the 
submillimeter and infrared waverange while having 
a much broader IF band. As shown by the 
experiments with thin YBCO films[3], the IF 
bandwidth may even exceed 18 GHz. By 
extrapolating the experimental data, the IF 
bandwidth limitations may be estimated at 
~ 100 GHz. 

II.Experimental investigations. 

After the high-temperature superconductivity 
was discovered, hundreds of papers have been 
published on observation possibilities and research 
in nonequilibrium phenomena induced by 
electromagnetic radiation. A considerable share of 
these papers is devoted to the study of the 
Josephson effect on a random network of weak 
links in granular films in contrast to the bolometric 
effect in the same film at T~TC. By now, all 
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characteristic features of Josephson effect in HTSC 
are known, which permits to draw a reliable 
distinction between this effect and a nonequilibrium 
response of a different nature. In particular, the 
features include response dependencies on radiation 
frequency, power, and the magnetic field. The 
major part of the remaining papers especially in the 
fist few years after the discovery, deal with the 
comparison of the current or temperature 
dependencies of the voltage response of the film to 
radiation, on the one hand, and the respective 
dependency of the temperature derivative of 
resistance dR/dT, on the other hand. Later, some 
papers (e.g. [4]) showed that all peculiarities of the 
observed response with a time constant at nitrogen 
temperatures of the order of several nanoseconds 
are accounted for by the bolometric effect. It was 
discovered[5] that a much faster nonequilibrium 
response exists against the background of the 
bolometric effect, with the time constant of the 
order of several picoseconds. 

Our group started to study the nonequilibrium 
processes in HTSC films, induced by 
electromagnetic radiation, as soon as the high- 
temperature superconductivity was discovered[6]. 
One of the most difficult experiments was the 
measurement of the relaxation time z of the 
nonequilibrium part of resistance, as it was clear 
from the start that it is very small. The unique 
backward wave oscillator BWO technique of the 
terahertz range made it possible to measure the 
z~T] law by mixing experiment^]. We could also 
access the value r«l-2ps at nitrogen 
temperatures. The interpretation of the studied 
nonequilibrium effect as the heating of the electron 
subsystem of the film by radiation results in the fact 
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that z must be interpreted as the time of its cooling, 
i.e. is - with the precision of a coefficient of the 
order of one - as the time of electron-phonon 
interaction z,.pk. 

In paper[3] we reported on the mixing of 
semiconductor laser radiation (k = 1.56 |im) in an 
epitaxial YBCO thin film. We demonstrated an IF 
bandwidth of 18 GHz, which was the limit of our 
post-detection instrumentation and our sample 
mounting technique. The intrinsic IF bandwidth 
can be estimated from the electron-phonon 
interaction time to be ~ 100 GHz. 

In the optical mixing experiments high quality 
50 nm thick epitaxial YBCO films were laser 
deposited on LaA103 substrates and patterned with 
photolithography and ion milling[8]. A mixer 
structure (20x20 urn2 large) consisting of ten 
~ 1 um wide parallel strips, was used to reduce 
heating in the active region. In situ gold contacts 
provided a low contact resistance. After processing, 
Te was 84.0 K, ATc=l.9K, and yV=2xl06 A/cm2 at 
77 K. 

Two wavelength-matched InGaAsP distributed 
feedback quantum-well lasers emitting at 1.56 urn 
wavelength with 2 MHz linewidth were used in the 
mixing experiment. The radiation was coupled into 
tapered single-mode fibers and combined in a 50:50 
coupler. One of the outputs of the coupler was used 
to monitor the optical power, while the other was 
fed to the mixer via an optical isolator. The lasers 
were connected in series and driven by a single 
power supply. By changing the current though one 
of the lasers with a resistive shunt, its wavelength 
could be tuned close to the wavelength of the other 
laser. It this way, a difference frequency from 
100 MHz to 18 GHz could be selected to fit our IF 

Fig. 1 Measured mixer signal as a function of the 
intermediate frequency. The inset shows the operating point 
M in the current-voltage curve at 77 K. 

"V 10°  10'  io2  io3  10'   io5 

Frequency (MHz) 
Fig.2 Measured mixer signal as a function of the 
intermediate frequency. The solid line is the fitted 
electron-heating model, and the dashed line represents the 
performance of an optimized mixer. 
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amplifiers. The amplitude was found to be stable 
(within ±2 dB) across the whole frequency range 
when checked with a calibrated 34 GHz bandwidth 
pin-type photodiode. The mixer was current biased 
to the resistive state at the point for maximum 
response and the signal was amplified and detected 
with a spectrum analyzer. 

The measured frequency spectrum at 1.55 urn of 
the photoresponse at 77 K is shown in Fig. 1 and 
Fig.2. As seen from the results of the 1.55 urn 
experiment (Fig.2), the frequency characteristic of 
the photoresponse above 3 GHz is almost 
independent of the intermediate frequency. The 
appearance of the plateau shows the presence of fast 
relaxation processes in the studied sample. 

In the paper [9] the continuous wave fixed 
frequency C02 laser (LO) and PbSnTe tunable laser 
(signal) were used in the mixing experiment on 
10 |im wavelength with the same mixer chip as for 
1.55 |im radiation. The study has shown that the IF 
spectra for these two wavelength are identical. 

Similar experiment with BWO technique has 
been performed[10] for 3 mm wavelength with the 
same mixer chip. The IF response also shows a fast 
bolometric effect near 100 MHz, followed by a roll- 
off signal. This continues to the high frequency 
plateau, which extends to at least 18 GHz, but for 
the 3 mm waverange it is located some 10-20 dB 
higher than on the optical curve. The nature of this 
plateau for the optical range is a hot electron effect. 
The analysis of the results for the high frequency 
plateau in the 3 mm wavelength shows that the 
mixing originates from the detection at the IV- 
curve nonlinearity. Within this waverange, the hot 
electron effect is dominating in the nonlinearity; its 
characteristic cut-off frequency is just above 100 
GHz. Thus, a decrease in the high frequency 
plateau level at higher frequencies should be 
expected. Accordingly, one may expect that in the 
terahertz range the plateau is transformed into a 
frequency dependence identical to that for the 
optical spectrum. 

III.Discussion. 

We will now discuss a possible conversion gain 
of the hot electron HTSC mixer[ll]. It should be 
noted that the working point corresponding to the 
maximum of the IF signal for optical mixing is 
situated on the current-voltage (I-V)curve near the 
maximum (point M on inset of Fig. 1). The shape of 
the IV-curve is caused by the overheating of the 
sample and by the heat instability. The conversion 

gain near the maximum can even exceed unity. In 
our case, however, it is only possible when the IF is 
zero. As the difference between the conversion 
gains at zero IF and at high frequencies is about 
40 dB for the examined sample, it can be supposed 
that the absolute value of conversion loss at 
gigahertz frequencies is ~40 dB. 

Let us now consider the sources of the losses 
and ways to decrease them. The shape of the 
frequency characteristic, showed in Fig.2, was 
discussed previously[8]. It was found that the low 
frequency slope of the signal is caused by the heat 
diffusion in the substrate, and the steeper slope of 
the signal amplitude at frequencies _/>80-100 MHz 
is caused by the thermal boundary resistance 
between the film and the substrate. The 
characteristic cutoff frequency of this process 
fo=(27uzes)'

x, where r„ =d/au is the escape time of 
the acoustic phonons from the film, d is the 
thickness of the film, u is the sound velocity, a is 
the acoustic transparency of the boundary between 
the film and the substrate. In our analysis, the 
nonequilibrium states of the quasiparticles will be 
described in terms of hot electrons. 

In the operating point M (see inset of Fig. 1) the 
sample is in the state of thermal instability. In this 
case we can use the following equation from 
bolometer theory: 

■•>   dR       ^ (1) 
dT , 

= G, 

where 1 is the bias current, R(TJ is the temperature 
dependence of the sample resistance in the 
superconducting transition region and G is the 
thermal conductivity between the film and the 
surroundings. The value G may be written as: 

Cev 1 (2) 
TP-phl + dceRbd + CeV Rsub 

Te- ph re-ph ^ 

where V is the volume of the film, S is the film 
area, C, is the specific heat of the electron 
subsystem, d is the film thickness, Rmb is the 
thermal resistance of the substrate, Rb^Tc/fCphd) is 
the film/substrate thermal boundary resistance, and 
Cph is the specific heat of the phonon subsystem. 

The thermal conductivity G depends on the 
temperature of the electron subsystem. At high 
frequencies, up to f=(2rc ze.Ph)"\ where slow 
processes like the escape of the nonequilibrium 
phonons and the heat diffusion in the substrate are 
not very important, the high frequency plateau is 
due to the fast nonequilibrium response. In this 
frequency region the value G increases to: 
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<?o= 
cev (3) 

Te-ph 
which is determined only by the cooling time of the 
electron subsystem, ze.ph. If the magnitude of the 
response is proportional to G'\ the conversion gain 
is proportional to G'2. Therefore, the ratio of 
conversion gains at low, K0, and at high 
frequencies, KHF, may be written as: 

Kp = (1 idCeRbd+ CeV R^2 

Te-ph   S 
(4) 

Kfff Te-ph 
As was noted above, our measured value of this 

ratio is about 104 as was noted above. If G is 
enhanced by increasing the substrate heat 
conductivity and decreasing the film thickness, the 
conversion gain at low frequency will not change, 
but, as follows from(4), it will increase at high 
frequency. Consequently, a mixer made of a 100 Ä 
thick YBCO film and having a zero thermal 
resistance in the substrate will have a flat 
intermediate frequency dependence up to 
-500 MHz, r„= 0.3 ns, and the ratio K(/KHF will be 
about 15 dB, as shown by the dashed line in Fig.2. 

As any non-linear volume devices, hot-electron 
superconducting mixers require an optimal local 
oscillator power. So, the smaller the volume of the 
mixing element, the lower the power. For this 
reason, the tendency to reduce the PL0 is naturally 
limited by the manufacturing technology of a small 
in-plane sized thin HTSC film. This is of course 
accompanied by a reduction in dynamic range. 
However, the two parameters are easily controlled 
by choosing a film of the right size. At present the 
minimum attainable sizes are believed to be 
0.3x0.5 urn2 with the film thickness - 10 nm. This 
may be estimated to correspond to 10 u.W of the 
optimum LO power. 

An intrinsic noise mechanisms which mainly 
contribute to the HEB mixer noise temperature are 
the Johnson noise and the thermal fluctuation 
noise[l]. 

The SSB mixer noise temperature contribution 
due to the Johnson noise can be estimated for high 
frequency plateau as[12]: 
TJ     

T
CA

T
C    

Tes 
* m — ■■ 400K, (5) 

{Tc-T)re_phCph 

and the thermal fluctuation noise temperature as: 

FL~ 2Tl 
T C-T 

2000 A: (6) 

By adding together these two contributions we can 
estimate a possible SSB mixer noise temperature at 
7>2500 K 

IV. Conclusion. 
This paper argues that the hot electron 

bolometric mixers, which utilize thin (~ 10 nm) 
YBaCuO superconductive strips as the bolometric 
medium, have a potential for a sufficient 
improvement of the receiver noise temperature of 
heterodyne receivers for the frequency range from 
1 THz to several THz, which does not need to be 
cooled to the liquid helium temperature range. 
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A novel method for producing the HTSC 
planar structures on Si. 

O.V.Smolski, M.E.Gaevski, D.V.Denisov, VP.Chalyi 
Ioffe Physico-Technical Institute, Russian Academy of Sciences, 

St.Petersburg, Russia. 

As is well known one of the pressing tasks at present is the development of new 
methods for fabrication of the HTSC micron size bridges with the pure surface. It is 
difficult to perform this task using standard photolithographic methods because the HTSC 
properties of YBCO films degrade severely after contact with either aqueous solution or 
organic solvents. 

In this paper a novel procedure is presented which allows to avoid a chemical 
treatment of the HTSC films As is known the technology of preparing the YBCO HTSC 
films on Si substrates includes the growth of a buffer layer at the initial stage. Therefore 
the main idea is to etch a circuit in the buffer layer and then deposit and anneal the YBCO 
film The YBCO does not grow in the places where the silicon surface is not covered with 
the buffer layer since the Si interacts with the deposited constituents (Y,Ba,Cu) in an 
oxygen environment. In the places where the buffer layer remains, the HTSC film with 
required configuration is formed. It is necessary to note that in this case several 
lithographic methods could be used because the compounds of the buffer films ( Zr02 , 
YSZ, Ce02 , Y203 etc.) are usually chemically steady. 

This method was tested on Si(100)\ZrO2 structures grown by the e-beam 
evaporation of Zr in oxygen [l].Photoresistant masks of bridges were prepared by 
standard photolitography and then the Zr02 films were etched by a collimated neutral 
argon beam. Thereafter the Si(100)\ZrO2 planar structures prepared by this method were 
placed to a deposition chamber again and the YBCO films were grown by a co- 
evaporation using BaF2 source followed by a two-stage annealing [1]. 

To investigate a local superconducting characteristics of the prepared structures a 
low-temperature scanning electron microscopy has been used. This technique allows 
visualizing the regions with various Tc and jc as well as grain boundaries junctions [2]. 
Furthermore, in the present paper the current density distribution across the bridge was 
studied with the voltage induced by an electron beam mode (EBIV) whose spatial 
resolution is better than 1 (jm. The measured EBTV signal is easily shown to be 
proportional to square of the local current density [3]. Fig.2 presents the EBIV signal 
versus a position of the electron probe during a scan across a bridge at 87 K .The region 
with higher intensity of EBIV agrees with the current localization in the Zr02 protected 
area whose width is 48 |jm. 

The electrical characteristics of the HTSC bridges have been measured by a 
standard dc four-point-probe method. The temperature dependence of the resistivity is 
shown in Fig.2. The superconducting transition temperature is 85 K and the width of the 
transition is 3 K . By using the current-voltage characteristic of bridges a critical current 

A 1 
has been determined and is 1.3-10   A/cm   at 77 K. 
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The data obtained enable the conclusion that the new method of producing the 
HTSC planar structures makes it possible to efficiently limit the current in the active 
layers and appears promising for the fabrication of different types of devices based on 
HTSC. Moreover YBCO film of such structures has a pure surface that is important for a 
number of applications. 
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l.O.V.Smolski, AX.Shmaev et al. Sov.Tech.Phys.Lett.(USA) 18, 684 (1992). 
2. R.Gross, D.Koelle Rep.Prog.Phys. 57, 651 (1994). 
3.A.V.Bobyl, M.E.Gaevski et al. Physica C, 246, 314 (1995). 
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Modeling of low dimensional structures 

D. Lippens 
Institut d'Electronique et de Microelectronique du Nord 

Universite des Sciences et technologies de Lille 
Avenue Poincare-BP69, 59652 Vüleneuve d'Ascq cedex, France 

Abstract: Recent advances in low dimensional structure fabrication have made it 
possible to realize new devices with intrinsically quantum mechanisms for operation. In 
this paper, we report on simulation tools which were employed successfully to study the 
transport properties of this new class of devices. Two-dimensional systems involving 
resonant tunneling effect and one-dimensional structures under ballistic transport 
conditions are more specially addressed. For both cases, we will considered then- 
operation mechanisms on the basis of wave-function calculations in order to predict 
their potential in terms of speed and current capability. 

Introduction: 

Electronic transport in confined semiconductor geometries has received 
increasing interest in the last decade with the potential of a new class of quantum 
devices whose functionality appears promising for the future[l]-[3]. Basically, two 
classes of device structure can be distinguished. The first one concerns structures which 
involve a carrier transport transverse to the heterqjunctions. For such a vertically 
confined geometry, the generic structure is the double barrier heterostructure. 
Tunneling through the ultra-thin barriers and quantum confinement in the quantum well 
give rise to the so-called resonant tunneling effect which leads to a negative differential 
resistance region in the I-V characteristics^]. 

On the other hand, progress in electron lithography techniques have made it 
possible to control the lateral extent of a two-dimensional gas created at the interface of 
a high mobility modulation doped heterostructure. In this case, the motion of carriers is 
restricted to one dimension so that the structure can be compared to a quantum wire. 
Furthermore, if the length of these quasi one-dimensional microstructures is less than 
the phase coherence length over which the electrons retain phase information, the 
transport is ballistic. Under these conditions, these laterally confined structures behave 
as electron wave guides with conduction properties solely determined by the geometry 
of systems. In connection with conduction properties, plateau-like structures are 
obtained in the conductance-voltage characteristics due to transverse quantum 
effects[5]. 

Vertically confined geometry: 

The first step in the analysis is the calculation of the wavefunctions for all energy 
values which can be occupied by electrons. By means of this spectroscopic method, a 
number of basic data can be obtained namely the eigenvalues and eigenfunctions of the 
quantum system under consideration, revealed by energy resonances, but also the 
energy selectivity of phenomena. For this calculation, performed by solving the 
Schrödinger equation, a first difficulty is encountered. Indeed for most real structures, 
the heterostructure barriers block a significant part of the incoming electrons which are 
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spread in energy. This leads to strong band bending effects in the conduction band due 
to space charge effects. At this stage, to take into account these effects, one can either 
solve self-consistently the Schrödinger and Poisson equations or use a Thomas Fermi 
approach. Both methods have been reported in the literature and give realistic 
conduction band profiles as it is exemplified in Figure 1 which illustrates the formation 
of an accumulation layer in front of a double barrier heterostructure under bias[6]. 
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Fig. 1: Space charge effects in a double barrier 
heterostructure and wavefunctions. 

Fig. 2: Illustration of resonances in 
the local density of states. 

When the wavefunctions are known, several methods can be used for calculating 
the current-voltage characteristics. The first one, widely used in the literature, is based 
on the calculation of the quantum transmission probabilities and the supply function. 
This latter function (F) reflects the energy distribution of incoming electrons and can be 
defined in the access regions (emitter and collector). Multiplying F times the 
transmission probabilities and integrating over energy for each bias conditions gives the 
current-voltage characteristics. 

Another way for calculating the I-V curves is to use the local density of state 
defined as D(E)=| dz v|/(z)v|/*(z)[7]. Also in this case, resonance effects can be pointed 
out as it can be seen in Figure 2 which shows the local density of state corresponding to 
two quantum wells coupled to a continuum under various bias conditions[8]. However 
the method to calculate the current is slightly different by assuming that the current 
part, due to the notch states, is given by the ratio between the sheet carrier density 
trapped in the wells and the escaping time (T) of this charge through the quantum 
structure. In practice, the relevant time T can be determined from the energy broadening 
of the resonance process. Indeed, it can be shown [9] that x is related to the full width 
at half maximum (r) of the resonant peak involved in the tunneling transitions {x=hfT) 

Both methods, outlined above, have been used to predict the order of magnitude 
of current densities flowing through various quantum structures and have been 
extensively used in several laboratories for optimizing the design of new devices. In 
addition these calculations are helpful for predicting the threshold of tunneling 
transitions and the time response of phenomena. However they fail to describe the 
peak-to-valley ratios in the negative differential resistance region because they assume a 
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pure coherent tunneling process. For a deeper understanding of quantum transport, 
including notably scattering-assisted mechanisms, it appears necessary to develop other 
formalisms notably those making use of the Wigner distribution functions[10]. 

3.LateraIly confined geometry: 

For these one-dimensional structure under ballistic transport conditions, it can 
be shown that the conductance G is a direct measure of the transmission probability of 
various propagating modes in the quantum wire. Indeed, the conductances are related 
to the transmission coefficient through the Landauer-Buttiker's formula G= 2e /h ZTJ 

(with j the mode index)[ll]. Concerning the way the charges are transmitted from the 
feeding ports to the output ports we have the choice between several methods notably 
those tracking the time evolution of a Gaussian wave-packet which interacts with the 
quantum system By this procedure, which requires to solve the time-dependent 
Schrödinger equation, resonant charge transfers can be demonstrated and the time 
response of mechanisms directly analyzed. In counterpart, because the Gaussian wave 
packet exhibits a spread in energy, the analysis of transmission properties are not 
straightforward. In contrast, this difficulty can be ruled out with a spectroscopic method 
where the quantum states of the system are analyzed by successive energy iterations. To 
this aim, the two-dimensional Schrödinger equation has be solved in the whole quantum 
system including the discontinuities which are responsible of higher-order mode 
excitation as observed in electromagnetic wave-guides. This means that the wave 
function will be locally the result of the superposition of a number of propagating or 
evanescent modes according to the energy considered. Subsequently, mode matching 
techniques[12] can be used to satisfy the continuity of solutions within the simulation 
domain. 

To illustrate this method, which was applied successfully for various geometries, 
Fig. 3 gives a two-dimensional plot of the wavefunction (\|/) corresponding to a 
structure which consists of two electron wave guides coupled by a dual branch scheme. 
The feeding of the structure is by port 1 with a unitary square modulus of 
wavefunction. For the geometry considered here, the stream of electron is driven almost 
entirely towards port 3 corresponding to a real space transfer of the electrons from one 
electron guide to the other [13]. 
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Figure 3: 3-D view of the modulus of v|/       Figure 4: Conductance versus wire width 
example of a quantum directional coupler 
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It can be shown that these transfers of charge are very fast, on the 
subpicosecond time scale, and can occur with a very high directivity due to the 
interference phenomena induced by the two coupling paths[14]. Once again, resonance 
effects can be demonstrated in the transport properties. They correspond to the 
matching of the wavefunctions to the geometry of the coupling region giving rise to 
standing wave patterns. These resonances are clearly apparent in the plot of the 
conductance versus the wire width reported in Fig. 4 with apparent stop and pass 
energy bands and which is compared to the case of a uniform waveguide with the 
conventional plateau-like structures. 

Conclusion: 

In this rapid review of the simulations tools which can be used for the design and the 
analysis of low dimensional systems, we have seen that some interesting results can be 
obtained directly by performing a spectroscopy of quantum states. For this analysis the 
space charge effects has often to be taken into account either in the Thomas Fermi 
approximation or by using a complete self-consistent quantum calculation. These 
simulation codes appear relatively powerful for describing the resonance effects due to 
preferential paths afforded by the quantum levels. On this basis, ft appears possible to 
derive the threshold voltage corresponding to the tunneling transitions and to have a 
first insight in the current capability and the time response of the quantum systems. 
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Quantum Effects and the Semiconductor Law of Mass Action* 

H. L. Grubin and T. R. Govindan 
Scientific Research Associates, Inc. 

Glastonbury, CT 06033 

Introduction 

A starting point in the design of semiconductor devices is the semiconductor law of mass 
action, which for the case of non-degenerate statistics is: 

(1)      np=NcNve
k*T 

The critical feature of this result is that the product is independent of background or car- 
rier density. When Fermi statistics is considered the product np is dependent upon den- 
sity. Critical input into the semiconductor law of mass action is that for conditions of zero 
current flow the density and potential are related via: 

(2)      n = Nce {*&] 
Equations (1) and (2) are standard undergraduate textbook expressions, and do not 
hold up when quantum statistical mechanical considerations are introduced.   The 
basis of this statement derives from the work of Wigner1, who demonstrated that carrier 
density, in the case of non-degenerate statistics, was not only dependent upon the value of 
the conduction band potential energy, but was also dependent upon the shape of the con- 
duction band potential energy. This shape factor is introduced through a collection of 
potential energy derivatives. 

Quantum Contributions 

The consequences of shape emerge from a recasting of Schrodinger's equation in the 
context of a discussion by Madelung2. In particular if the Schrodinger equation is sepa- 
rated into a real and imaginary part, the real part has an ostensible classical form: 

(3)       f^ = _v[r + K(inetic)E(nergy) + Q] 

where: 

h2 V2 JVW (4)    o^-—v y^ 

is often called the Böhm3 quantum potential. It is important to note that the quantum po- 
tential is dependent upon the shape of the real part of the wave function, rather than on its 
intensity; and does not necessarily fall off with distance. This additional term results in a 
modified Newton's Law and has the effect of introducing a driving force on the carriers 
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that is totally quantum mechanical in origin. When considering a collection of particles, as 
in the case of semiconductor devices, it is possible to relate the Wigner quantum correc- 
tions to a potential that is qualitatively similar to equation (4) 

(5)       g,-*lV2>/jg) 

where n(x) is the density of carriers4. In equilibrium, equation (2) is approximately modi- 
fied as: 

(6)      n(x) = Nce 
Ec+Q/3-Ej, 

where the factor of 3 has been the object of some discussion. The point of equation (6) is 
that when similar considerations are introduced for holes, the product of the electron and 
hole density is no longer a constant but can include a variation that is a consequence of the 
quantum contributions arising from spatial variations in the charge distribution. The 
quantum modification of the density suggests that the product of NP under thermody- 
namic equilibrium would depend on features other than temperature. Certainly this would 
be expected at heterostructure interfaces, even if effective mass variations are ignored. 
The question addressed in this paper is: are significant variations in the product NP to 
be expected in ostensibly classical structures such as a bipolar transistor. 

Numerical Simulations 

We have investigated the semiconductor law of mass action through solutions to the 
quantum Liouville equation, 

m     m^|« =[#(0,^,(0], 

in the coordinate representation (it is related to the Wigner distribution, through the Weyl5 

transformation), under conditions of thermodynamic equilibrium.  In equation (7), pop(t) 
and H(t), are respectively the density and Hamiltonian operators. The quantum Liouville 
equation in the coordinate representation, under zero current conditions is given by: 

(8)   m^p^n 
dt dx2    dxa + Ec(x)-Ec(x')\p(x,x') 

The density is given by the diagonal component of the density matrix: n(x) - p(x,x). A 
similar equation exist for holes. Solutions to the Liouville equation in the coordinate rep- 
resentation avoid the approximations inherent in treating the problem through the use of 
the quantum potential. The solutions are lexacf, insofar as numerical simulations are ex- 
act. 

To date, equation (8), when coupled to Poisson's equation, was implemented for two 
generically classical structures: NIN and NPN devices, where in all cases the / and P re- 
gions were each 50 nm in length. Non-degenerate statistics were assumed, for comparison 
with the classical law of mass action. (The effects of Fermi statistics will be discussed at 
the Symposium.) Devices of 200 nm and 400 nm were considered. Several calculations 
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were performed for parameters appropriate to GaAs; parametric studies were also per- 
formed. In these studies the N region was doped to 1024/m3 (which is too high to strictly 
satisfy the non-degeneracy condition). Calculations at lower densities will be discussed at 
the meeting. 

The results for the NIN structures, were ordinary; the departures from the law of mass ac- 
tion were negligible. 

The results for the NPN structures, depended upon the input parameters, but some simu- 
lations yielded extraordinary residts. Two examples are illustrated below. The first, fig- 
ure 1, is for a 200 nm structure with an acceptor doping of SxlO^/m3. Here we display 
the product of electron and hole density, normalized to their values at the origin. This cal- 
culation displays a modest factor of'4' departure from the mass-action law. 

Quantum Contributions to Classical Law of Mass Action 
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Figure 1. Product qfnp normalized to n(x=0)p(x=0) for a 200nm NPN structure. This 
calculation was performed for a band gap of 1.42 eV with electron and hole effective 
masses appropriate for GaAs.  The doping of the P region was O.Sxl^/m3. 

The second illustration is for a 400 nm structure in which the effective mass of holes was 
taken to be the same as that of electrons for gallium arsenide. This is an artificial study but 
does illustrate the point of the violation of mass action. The results are shown in figure 2, 
where we see a two order of magnitude difference in the product of electron and hole den- 
sities. 
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Quantum Contributions to Classical Law of Mass Action 
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Figure 2. Product ofnp normalized to n(x=0)p(x=0) for a 400 nm NPN structure. This 
calculation was performed for a band gap of 1.42 eVwith electron and hole effective 
masses equal to that of the electron effective mass ofO. 067m. The doping of the P region 
wasOSxl&Vm3. 

Discussion 

If we examine the results of figures 1 and 2, we notice that the departure from a constant 
value is greatest near the interface region, and then decreases toward the center of the de- 
vice. Indeed, it is at the interface where the carriers undergo the largest change in density, 
and it is this change that contributes to the quantum contribution to the density. For a 
sufficiently long P region the product of electron and hole density, within the P region, 
should equal the value at the boundary region. 

The implications of these results for device design have not yet been considered. But, use 
of one of the most frequently used relationships in the design of devices needs to be re- 
examined. 
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Quasi-ID Coulomb potential in Quantum wires 

William R Grise 
Morehead State University 

This paper models the effect of a charged impurity on the electrons in a narrow 
quantum wire. The impurity potential is a quasi-ID Coulomb-type interaction 
with a long range. The wire is narrow enough that only a few transverse modes 
are populated. Recently, Gribi and Sigmund [l] constructed a quasi-lD Coulomb- 
type potential defined on a discrete lattice. For narrow energy bands, this yields 
an exact solution to the perturbed Hamiltonian. In this work, we use this exact 
solution for the Coulomb potential to study the effects of charged impurities on 
electrons traveling in quantum wires subject to transverse confinement potentials. 
The results are contrasted with previous work that models defects as either point 
scatterers[2],[3],[4] or as short-range scatterers [4]. We find oscillations in the 
electron density at distant sites from the impurity due to this potential. 

The quasi-ID Coulomb potential 

Vc(r) = -^- (1) 
z — z0 

acts only along the length of the wire. The long-range potential acting in the 
z direction gives rise to an infinite set of discrete energy levels.Recent theoreti- 
cal work [5] suggests that in a sufficiently narrow quantum wire, the long range 
Coulomb interaction is not screened. Hence, the form in (1) is appropriate. Be- 
cause the transverse wavevectors, kj_ , are still good quantum numbers, there will 
be a two-dimensional energy band associated with each of these discrete levels in 
kz space. The overall Hamiltonian for a one-dimensional tight-binding band with 
the Coulomb potential is H = HQ 4- Vc, where H0 is the standard tight-binding 
Hamiltonian with nearest-neighbor hopping potentials. The Coulomb potential 
in the tight-binding picture is: 

^ = £T^-|0('I (2) 
i   l    v 

Here, as in (1), a denotes the strength of the interaction potential, and v = Zo/a 
(a the lattice distance). We expand the discrete level eigenfunctions, |$), in the 
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lattioe representation: 

<r| *(3,)) = XX (3,)0(Z-na) (3) 

The final form for the 77's is: 

U3)=cp (APr g ^— 
m=0 

where: 

2>       \_1_     n(n+1)--■ (n + ra) 
p-m-l)m\X (3g^ ,Tl-° 

(4) 

4^ + fc): 

21 V2 

-1I/2 

if   p=l,2,...,oo 

*/   P = 0,-1,-2,...,-00 

 te+;) 
2F 

2a    / a 
(V 

(5a) 

(5b) 

(5c) p        2Vf\jPEp 

which is a normalization constant. 
The extension of this result to the quasi-lD case is straightforward. The mth- 

mode wavefunction in the quantum wire becomes: 

%,n,rn(x,z) = ^.sm(^yr1n(Ep),ri>0 (6) 

The figures show the behavior of the |$p,n|2 = £m \$p^m\2 for v = 0, and as 
a function of n, the lattice site, and for several values of p, the Coulomb potential 
quantum number. We see that already at p = 2 (Figure 1), the probability of 
finding the electron shows a dip quite near the origin, followed by a steady rise to 
a maximum at about 20 lattioe sites. As p increases, the number of troughs and 
peaks increases, at longer distances away from the origin (Figures 2-4). 

This work could be applied to the question of 8 doping in superlattices. The 
6 doping technique uses the present ability to embed single layers of impurity 
atoms inside a host semiconductor [6]. Beltram and Capasso [7] have indicated the 
possibility of using such single layers to modulate the superlattice band structure, 
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advancing the possibility of increasing the miniband width by several orders of 
magnitude. 

In conclusion, we are using an exact formulation for the Coulomb interaction 
in a quasi-ID structure to report on the effects of charged impurities on electrons 
traveling through a narrow quantum wire. The main effect seems to be an os- 
cillation in the electron density with longitudinal distance from the site of the 
impurity. 

References 

[1] P. Gribi and E. Sigmund, "Exact solutions for a quasi-one-dimensional 
Coulomb-type potential," Phys. Rev. B, vol. 44, pp. 3537-3549, 1991. 

[2] D. van der Marel and E.G. Haanappel, "Model calculations of the quan- 
tum ballistic transport in two-dimensional constriction-type microstructures," 
Phys. Rev. B, vol. 39, pp. 7811-7820, 1989. 

[3] P.F. Bagwell, "Evanescent modes and scattering in quasi-one-dimensional 
wires," Phys. Rev. B, vol. 41, pp. 10354-10371, 1990. 

[4] E. Tekman and S. Ciraci, "Theoretical study of transport through a quantum 
point contact," Phys. Rev. B, voL 43, pp. 7145-7169, 1991. 

[5] H. Maurey and T. Giamarchi, "Transport properties of a quantum wire in 
the presence of impurities and long-range Coulomb forces," Phys. Rev. B, pp. 
10833-10843, voL 51, 1995. 

[6] Steffen Wilke and Dieter Hennig, "Theoretical approach to 6 doping of GaAs 
with In," Phys. Rev. B, vol. 43, pp. 12470-12476, 1991. 

[7] F. Beltram and F. Capasso, Phys. Rev. B, vol. 38, pp. 3580, 1988. 

655 



CN 
< 

■e- 

102 

10° 

ID"2 

icr4 

10-6  L 

10"8 

4>-2   (p = 2)  vs. lattice   site 
=' ■ ' ' I ' ' " I i ) i 11 i i i i | 11 i i | i n i | i i i i 'i i i i i I i i i g 

r s 

\ 
\ 

\ 
\ 

\ 

10-10    r 

10 -12 

\ 
\ 

N 

1 ' ' ' I ' ' ' ' I ' ' ' ' I ' ' ' ' 1 ■ ' ' ' I ' i ■ ■ 1 ■ t i i I i i i i I i i i i 

-20   0    20   40   60   80100120140160 
n  (lattice   site) 

Figure 1. |<f>P]„|   as a function of n, the number 
of lattice sites from the source of the Coulomb 
potential, for p = 2. 
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Figure 2. |$p,n|2 vs. n, this time for p = 6. 
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Figure 3. |*p>nj2 vs. n, for p = 8. The variations 
m electron density, after increasing for small values 
« P> appear to have stabilized in number and place- 
ment of peaks in this and the following Figure. 
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Solution of the Boltzmann Transport Equation in One-Dimensional Submicron 
n+-n-n+ Structures Based on Relaxation Scales of the Moments 
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The previously developed hydro-kinetic (HK) transport theory [1] is used to derive 
an efficient Tm-scalae HK distribution function based on evolution of the distribution 
function under the influence of the fast varying field and scattering processes. The 
approach to the HK distribution function is considerably more accurate than other methods 
that are usually used to describe the distribution function in devices, such as the displaced 
Maxwellian distribution [2] or expansion of Legendre Polynomials [3]. On the other hand, 
the developed description is much more efficient than the Monte Carlo method [4]. 

In the previous studies [1,5], it has been shown that evolution of the kinetic 
distribution function f(k) can be characterized by relaxation of the_hydrodynamic 
parameters, including_density n, average momentum flic, mean energy e and the higher 
order moments (Jc3, Jc4, ... etc). Theoretically, the exact description for the distribution 
function that obeys the Boltzmann transport equation (BTE) requires an infinite set of 
moments; namely, f(k)=f(k;n, Tc, T, Jc3, Jc4,...). Practically, truncation of the infinite set of 
moments is necessary to solve the distribution function. The truncation can be achieved 
based on order of magnitudes of characteristic times for the moments. 

In semiconductors, T„>T€>T„, where T„, T€, and rm are carrier density, energy, and 
momentum relaxation times, respectively, and relaxation times of the higher order 
moments are assumed to be less than rm. Under the influence of a drastic change in 
electric field, dynamic information described by the smaller-scale moments will vanish 
faster than that given by the larger-scale moments. Consequently, after a sufficient time, 
information described by the higher-order moments become insignificant. f(k) thus evolves 
into the Tm-scale HK distribution function fm(k',n,T,Tc~). At time greater than rm, 
information characterized by relaxation of momentum diminishes. Therefore, IT relaxes 
to a situation in quasi-equilibrium with mean energy, and fm(k;n, T,Tc)»fm(k;n, e~,F(e))= 
fe(k;n, T). fm thus evolves into the re-scale HK distribution function fe(k;n, e). For a time 
greater than r£ after the drastic change in field, since e~and Fhave relaxed to a quasi- 
equilibrium state, f€ evolves into a quasi-equilibrium distribution fn(k;n) which can be 
used to derive the drift-diffusion model [6]. 

The distribution function at each stage of evolution characterized by a number of 
moments can provide information of the carrier dynamics at the relaxation scales of these 
moments. In submicron devices, depending on the scale of interest, fe or fm can be taken 
to describe the dynamic behavior of carriers in devices. The r£-scale HK distribution 
function ft has been investigated in previous papers [1,5]. In this study, a computational 
model for the evolution of the HK distribution from fm into fe is presented. The evolution 
is taken to be a relaxation process at each time step influenced by <Tand ^relaxation and 
the change in field: 

y£*(*) =/e+1(*)+[/i* - A*L) -ft1 (*)]exp(-A*v<crl/2)> a) 

657 



where rh is the relaxation time for fm evolving toward fe, and Akm is the shifted amount 
for fm in k space. For a relaxation process, the difference between fm and fe tends to 
reduce and is proportional to exp(-Athh ) due to scattering. In addition, fm shifts in k 
space by an amount of Akm which accounts for changes in JTwithin At caused by the field. 
On the other hand, f6 during the evolution remains in equilibrium with mean energy. fm 

can be solved from Eq. 1, if Akm and TA are determined. Evolution equations for the 
hydrodynamic parameters including carrier density, energy and momentum can be obtained 
by taking appropriately weighted integrals of the HK evolution equation given in Eq. (1). 
These equations are then solved together with the conservation equations. In addition to 
the hydrodynamic parameters, this procedure also determine Ak„ and Th at each time step. 

The space evolution equation for fm can be performed similarly: 

/rc*) -/.w<*>+[£(*-A*L) -/r(*)]exp(-AZ«Mri/2) (2) 

where XA is the relaxation length.   Similar to the time evolution, A^, accounts for the 
variations in field and 1c, and exp(-Az/rh) includes the effects of scattering processes. 

To illustrate the validity of the HK concept, time evolution of the HK distribution 
functions ft and fm are shown in Fig. 1, compared with the evolution of /obtained from 
the Monte Carlo method for electrons in n-type Si subjected to a drastic increase in electric 
field from 2 to 70kV/cm with a rise time of O.lpsec. Average velocity of electrons is 
given in Fig. 2. The solid circles in Fig. 2 indicate the velocities at the instants (trt4) 
when fe, fm and /are sampled and illustrated in Fig. 1. 
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Fig. 1 Evolution of the distribution 
functions /„ fm and /. The average 
velocities at trt4 are indicated in Fig. 2. 

Fig. 2  Relaxation of the 
average velocity. 

Fig. 1 clearly shows that /relaxes considerably faster than / during the strong 
velocity overshoot {tft^ interval. This is because during the pronounced overshoot 
interval the electron dynamics is strongly influenced by velocity relaxation which is 
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ignored in fe. On the contrary, /„ that takes into consideration velocity relaxation evolves 
closely to /. It should be pointed out that a highly asymmetric distribution function in k 
space is clearly observed at t3. As shown at t3 in Fig. 1, the rm-scale HK distribution 
function fm offers a good description to account for the non-Maxwellian nature of the 
electron dynamics in the extreme non-equilibrium situation. 

When electrons are influenced by 
a slower increase in field, velocity 
overshoot is less pronounced. Influence 
of velocity relaxation on the distribution 
function becomes less significant, and ft 

can provide a reasonable description for 
/. To illustrate this phenomenon, a step 
change in field from 2 to 40kV/cm with a 
rise time of 0. lpsec is applied to n-type 
Si. The peak velocity of the overshoot 
reduces from 2.1X107 cm/s (given in Fig. 
2 in the previous case) to 1.5X107 cm/s. 
The less pronounced overshoot therefore 
decreases the effects of the ^"dependence. 
The distribution functions, /, fm and ft, 
near the overshoot peak of velocity at this slower increase in field are shown in Fig. 3. 
In this case, discrepancy between fm and/e near the overshoot peak evidently reduces, 
compared to that shown at t3 in Fig. 1. Also, fandfm are in excellent agreement at this 
slower increase in field. 

o 2E-10- 
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Fig. 3 The distribution near the peak of 
the velocity overshoot at the slower 
increase in field. 
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Fig. 4 (a) Average velocity profile in the device.  XrX5 indicate the locations where fe 

and fm are calculated and shown in (b)-(f).   The n-region length is equal to 0.14/xm. 

The developed model is applied to submicron n+-n-n+ structures with Nd=l(y8 cm'3 

in the n+ region and Nd=l(?6 cm'3 in the n region. A voltage of 1.5V is applied to the 
first submicron n+-n-n+ structure with a length of 0.14^m in the n region. The evolution 
of the average velocity, ft and fm is shown in Figs. 4(a)-4(f).   To start the evolution in 
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the device using Eq. (2), fm at X=0 is taken to be a displaced Maxwellian distribution 
with the velocity and mean energy at X=0. As can be seen, fm quickly evolves into ft 

at X2. As the velocity increases in the n region, fm starts to deviate from /£. The 
maximum discrepancy between f£ and fm occurs near the peak of the overshoot, as shown 
at X4=0.261/im. However, the peak of the overshoot velocity is only 1.19X107 cm/s, and 
the maximum discrepancy between fe and fm is therefore much smaller than that shown 
at t3 in Fig. 1. In the n+ region near the anode, field decreases. Large electron density 
and strong scattering quickly reduce velocity, and fm evolves into ft, as shown at X5. 

A length of 0.35Aim is used for the n region of the second n+-n-n+ structure, and 
the same voltage is applied to the device. Similar to the first device, a displaced 
Maxwellian distribution with the velocity and mean energy at X=0 is used for fm at X=0. 
Fig. 5(a) shows that velocity overshoot in this case reduces to 0.97X107 cm/s which is just 
slightly greater than the steady state saturated velocity (-0.9X107 cm/s at Nd=1016 cm'3). 
As a result, /£ and fm shown in Figs. 5(b)-(f) are nearly indistinguishable. 
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Fig. 5 (a) Average velocity profile in the device. f6 and fm near the peak of the overshoot 
at Xj and X2 are given in (b) and (c).  The n-region length is equal to 0.35/zm. 

In conclusion, the HK transport concept has been used to develop an accurate and 
efficient model to determine the solution of the BTE in one dimensional submicron n+-n-n+ 

structures. When the velocity overshoot is pronounced due to the fast increase in field, 
the Tm-scale HK distribution function fm is required to account for effects of velocity 
relaxation during the interval of velocity overshoot. In devices where field variation is 
slow and the overshoot is therefore not pronounced, effects of velocity relaxation become 
insignificant. In this case, fm «/€. The study also demonstrates the validity of the HK 
concept to describe the evolution of the distribution function in extreme non-equilibrium 
situations. The developed r£-scale and rm-scale HK transport models can be used to 
determine the distribution function in submicron devices at very low computational costs. 
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STUDENT PAPER 

Drain Current Enhancement due to Velocity Overshoot Effects 
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The main cause of the drain current enhancement due to the velocity overshoot and its 
analytic model are presented and verified by 2D simulations whose hydrodynamic transport 
model is well tuned to both the 0.12/im S0I[1] and bulk NMOSFET's. 

First, it will be shown that the main cause of the current enhancement is found to be the 
non-local effects taking place at the source end of the channel. Figs. 1(a) and (b) compare the 
areal electron density(iVinu) and electron velocity(u„) profiles from the hydrodynamic(HD) and 
drift-diffusion(DD) simulations for 0.076/im NMOSFET(type A in Table 1). Ninv's near the 
source end are nearly same whereas vnjw is enhanced appreciably over VU.DD- Considering that 
the drain current can be expressed by WqNinv(y)vn(y) where the y-direction is parallel to the 
Si/Si02 surface, and JV;nu's at the source end are not altered by the velocity overshoot effects, 
we can conclude that the current enhancement is caused by the enhanced velocity at the source 
end. Figs. 2(a) and (b) show the simulated lateral electric field(£y) and electron mobility(Mn) 
profiles, respectively, in the channel region neax the source. ^n(HD) and ^n(DD) are different 
prominently at the source end of the channel where Ey(RT>) and Ey(DD) are quite similar. The 
step-like increase of Ey in the region is considered to be responsible for the non-local effects 
and contributes to the current enhancement. Fig. 3 shows the correlation between the current 
and source-end velocity(un(0)) enhancement ratios for a wide range of bias conditions for the 
several device structures. Excellent match in the correlation supports the reason for the current 
enhancement. The small deviations in the high vn.HD^)hn.DD{^) region are due to the effect 
of source series resistance. 

Based on the above observation, the current enhancement can be predicted by a proper 
modeling of the velocity enhancement at the source end. Since the non-local effects are caused 
by the spatial gradient of the field[2], the source end velocity^(0)) can be written[3] as, 

Vn.HD{0) = Vn.DDmi+6-^^), C1) 
where 6(Ey) is the characteristic length of the field gradient effects[2]. The above model has 
been reported to be reasonable when the field magnitude is not large, which is the case for the 
source end. Using the piecewise model[3] for the velocity-field relation and vsai = fj.0Esat/2, fi0 

and Esat being the low field mobility and saturation electric field, 6(Ey) at the source region 
can be expressed[3] with the energy relaxation time(ru/) and the saturation velocity(usat) as, 

6(EV) = -^vsatrw. (2) 
■" sat 

By applying Gauss's law to a rectangular box with height of the depletion width and infinites- 
imally small length Ay in the source region, dEy/dy can be related with the threshold voltage 
shift(AVx)[4] due the the short-channel effects as, 

^ = ^GSLAyrj (3) 
dy esi   y 4esid>j 

where 77 is a fitting parameter[4]. It is interesting to notice that dEy/dy is the cause of AVT 

and the velocity overshoot in the source end. Now, the current enhancement factor Fov can be 
simply expressed as 

VU.DDW 2      est   V A£si<P] 
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In this equation, we used /J0 as the universal mobility related with the vertical effective field 
including the coulombic scattering[5]. The effects of the device parameters, such as gate oxide 
thickness(TOI) and channel doping concentration^), on the current enhancement can be 
readily found in the above expression. Also, the source, drain doping concentration(iVS£/), 
junction depth(zj) and effective channel length(Xe//) affect the current enhancement via AVr- 

In order to verify the model, HD simulation and the analytic model are compared in 
terms of the current enhancement for the several device structures. As a reference, the drain 
current from the DD simulation is used. For the calculation of Fov, the simulated and measured 
AVr{AVT from VT of the long channel device at the low drain voltage) and 77 of 0.33 are used. 
Figs. 4 and 5 show the simulated IDS{HD)/IDS(DD) and model of (4) as a function of Tox 

and Nch, respectively. As Tox increases, Fov increases due to the decrease of Cox and increse of 
AVT and /z0. Also, it can be seen that Fov is relatively insensitive to JVc/l, since the decrease of 
AVT with the increase of Nch cancels the increase of the squareroot term in (4). 

In order to check the validity of our model in other device, the device type D has been 
considered. The type D NMOSFET has the device parameters such as Tox = 20nm, Nch = 1 x 
1016/cm3, Nsd-= 5 x 1020/cm3, Xj = 0.08/jm and Leff = 0.452 ~ 0.952/zm. The device structure 
has the relatively small channel doping concentration and thick gate oxide thickness so that 
AVT is large. Fig. 6 shows the relation between the simulated AVr's and IDS{HD)/'IDS(DDV

S 

for the device type A and D. Even though AVy's of the device type D are large, the velocity 
overshoot effects are not expected to be appreciable in this long channel regime. Indeed, this 
is the case in our model where the small values of Nch. and Cox make the Fov negligible. From 
the above results, it can be argued that the model of Fov predicts the influence of Tox, Nch and 
Lejf on the current enhancement due to the velocity overshoot effects reasonably well. 

Fig. 7 shows the maximum transconductances(^msat.maar
,s) from the HD, DD simulations 

and model as a function of Le/j for the device type A. The gmSat.max's from the HD simu- 
lation increase over the value of WC0Xvsat which is the maximum value predicted by the DD 
simulation. As shown in Fig. 7, the analytic model of Fov can predict the transconductances 

well. 
As a final data, we show the data for 0.12/zm SOI NMOSFET. Fig. 8 compares the mea- 

sured IDS[1] with the simulated IDS(HD), IDS(DD) and FovIDS{DD). In the measurements, 
the back gate is used as the gate electrode in order to obtain the constant channel field[1]. In 
this channel length regime, the IDS{DD) cannot expect the measured one[l], whereas IDS{HD) 
and F0VIDS(DD) show the good agreement with the measurement. 

In summary, from the analysis of the simulation results, we reported that the current 
enhancement due to the velocity overshoot effects is caused by the velocity enhancement at 
the source end. From the observed phenomena, we proposed a simple analytic model for the 
overshoot factor Fov and showed that the model predicts the current enhancement due to the 
velocity overshoot effects reasonably well. With a proper model of AVT such as reported in [6], 
the model of Fov can be easily implemented in the circuit simulator. 

This work was supported by SamSung Electronics Co. ltd. and ETRI(Electronic Telecommu- 
nication Research Institute). 
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Table 1:  Device Parameters of the simulated 
MOSFET's. 

Effective channel length^) [urn] 0.076 

Channel wldlh [j»m] 10.0 

Extended S/D |unc«on depth [fim] 0.0* 

Extended S/D surface doping cone, [/cm3] 1x10*° 

Type A   Type B  Type C 

Channel doping concfN*) [/cm3] 3x1017   5x10'7    3x1017 

Gate oxide thIcknes3(T<01) [nm] 3.5         3.5         6.0 
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Llntroduction 
In general, me dynamic response of semiconductor tunnel structures is determined by 

two factors, the dynamic processes in tunnel junction itself (with characteristic times of the 
order of a tunneling time) and the processes of Maxwellian relaxation in semiconductor regions 
after tunneling. The theory would include the formulation of self-consistent field effects and 
quantum mechanical time-dependent aspects of electron tunneling to account for both factors. 
In such complete formulation the problem of linear AC response of the tunnel structure is not 
solved yet. 

We tried to solve this problem using two complementary approaches, 
a). Semiclassical approach. 

Let the tunnel junction occupices the region -d<z<0 and separates two 
semiconductor regions at z > Oand z<-d. The kinetics of electrons in semiconductor regions 
is considered within the framework of Boltzman equation for electron distribution function 
fp(r,t) in relaxation time approximation. To describe an electron tunneling through the 

barrier we postulated the boundary conditions for fp(r,t) of the special type [1], which are 

the AC generalization of the boundary conditions used in [2]. The boundary conditions take 
into account the finite probability and finite tunneling time and contain a set of 
phenomenological tunnel parameters, such as transparency (7) and reflection (R) coefficients, 

reflection or transmission delay times and so on. The kinetic equation is then self-consistently 
solved with the Poisson equation. The proposed approach is valid for the single and double 
barrier structures. 

It is proved that AC response of the tunnel structure is determined by the properties of 
low-frequency plasma waves (junction plasmons -JP[3]) running along the interface boundaries 
in tunnel junction. JP spectrum is defined from the poles of response function. So, as the first 
step, JP spectrum was derived and, after that, the response function of the structure was 
obtained. It is shown that it could be described by the equivalent circuit in which a additional 
quantum (tunnel) capacity C0 is connected in parallel with the classical one and the tunnel 

Esaki conductance. The capacity CQ is proportional to the product of a tunnel time and the 

bulk plasma frequency. 
b) Quantum mechanical approach. 
In order to find out what is the tunnel time determining the response function and the properties 
of JP, we calculated JP spectrum in the frameworks of non-local random phase approximation. 
After comparison of the quantum results with the semiclassical ones we can conclude that a 
tunnel time involved in semiclassical approach is the transmission/reflection phase time [4]. 

LSemicIassical approach 
To solve the JP problem in the case of arbitrary transparency, we developed an 

approximate method which is valid under conditions 
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qvF «\Q+iy\«Qp (1) 

The frequency and the damping of the JP running along the interface boundaries in tunnel 
junction are determined by the equation 

_+K<?(rf/2+M fr,-r2f   x,+r, 

where # = (tf^jjis 2D wavevector of JP in the plane of junction, ap is the bulk plasma 

frequency of electrons in the semiconductor regions, !„, is the Fermi-Thomas screening 

length, Tj = 1/T is the inverse momentum relaxation time, T2 = G /[cd +C0), G is the 

tunnel Esaki conductance (per unit area), Ccl =K/47C(^ + 2^.7F) is the classical capacity of 
the junction (per unit area), K is the dielectric permittivity of semiconductor and C0 is the 

additional quantum tunnel capacity due to the finite delay times (upon reflection xR and 
transmission xT, xR = xT for the symmetric structure under consideration). 

The quantum capacity CQ is proportional to a tunnel time, averaged in a special way 

over the Fermi distribution/0: 

cQ,cd-       . z>| dfp/dEp— <3) 

It has two terms, one represents the influences of reflected and another of transmitted 
electrons. Reflected (transmitted) electrons give the positive (negative) contribution to CQ . 

Owing to the contribution of reflected electrons, the tunnel capacitance C0 has a relatively 

large value (comparable with the classical one) even for the structures with non-transparent 
barriers. This, in general, gives opportunity to determine the phase tunnel time from 
experiments on JP spectrum and/or electromagnetic response in the structures with classical 
(non-transparent) barriers. 

Then we calculated the tunnel junction dynamic impedance with account of as quantum 
mechanical reflection/transmission coefficients, as deviations of electron distribution function 
from the local equilibrium one. The low-frequency linear electromagnetic response of the 
structure "metal-semiconductor -tunnel junction -semiconductor-metal" is described by the 
equivalent circuit in which the tunnel capacity CQ is connected in parallel with the tunnel Esaki 

conductance G and classical capacity Ccl. The tunnel junction is, thus, described by the 

complex conductance \Z~l\    (©) = G -i<a(C0 + Ccl\. 

3.Quantum mechanical approach 

The semiclassical model has some obvious advantages like simplicity, possibility of 
improvement, but has one (very important) deficiency: the boundary conditions for distribution 
function (which contains information about noninstantaneous character of reflection/tunneling 
and about finite transparency of barrier) can not be obtained in the framework of this approach. 
In order to check the results of semiclassical approach, we used quantum-mechanical approach 
(random phase approximation - RPA) in JP spectrum calculation. 
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In order to calculate the spectrum of collective excitations, we used the general RPA equation 
for the response of the induced potential <t>(r)in the case of "clean" semiconductors 

4>(r) = jdr'jdr"G(r-r")Il(r',r"JG>)b(r') (4) 

where G(r -r") is Green function of the Poisson equation and 

n(r,r',a>) = Z r     ^ ~{°    , ■ XW^m^), 
aJ>Ea'-Ea+?M+rt 

-0 • where the indexes a,a'enumerate electron states,/ is the Fermi-Dirac distribution function, 
x¥a is the basis function of the problem of scattering. We restricted our consideration to an 
almost completely reflecting rectangular barrier with height V and supposed that the condition 

Kd »1 takes place, where K = {lm{V - EF)) jft and V »EF. After substitution of % 

into integral equation (4) we obtained at z > 0: 
oo 

b(z) = jdz\A(z-z') + AR(z+z')-AT(z + z'))b(z')-$(0)coih(qd/2)e-qz - 

(5) 

i     {  dzf df dz'   ) v ' 

av ' i  (n„\2 J fn~\2  F..  .       _r.   .   J.*, (2ny { (271^ Ek'.-iq+q ~ %*j| + *© +'0 

((*k*kA
k-k')z+c.cW 

(k-kf+q2 

where   a=\,r,t;      r =-jRe1 J = Jle   .   In   bulk   semiconductor   (a=l)   the   Fourier 

transformation of A] (|z|) is the polarizabihty of homogeneous electron gas %(q,qz ,©)  . 

We analyzed the JP dispersion law under the condition   qvF «a «apand 

neglected by the bulk Landau damping of plasmons in the semiconductor regions. 
We solved integral equation (5) in this case. Let us consider the results in simplest 

limit T = 0, V < oo (transparency of the barrier is zero, but the barrier has a finite height) 
.Then the JP spectrum is 

q(d/2 + X7F) 
©U = ±*>, \     J2        ' <6) 

where zR(EF) = 2jvFK is the phase tunnel time (xR=h 50/fiE = xT = ft 8&/ÖE) on Fermi 

level in one barrier case [4]. In this case let us compare equations (2) and (6). 
Let us suppose that T ?•(/?)[= tÄ(/?)] in Eq.(3) is the phase time, then Eq.(3) could be 

reduced to the form 

CQ/Ccl =     l     2
7    "'opXRiEp) (7) 

Accounting for (7), expressions (2) and (6) fully coincide in the case of Tt = T2 - 0. So, the 
tunnel time which was used in semiclassical approach is phase time of reflection (or 
transmition). 
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We have calculated the Fermi energy dependence of tunnel capacity CQ in single and 

double tunnel junctions cases with different widths d and heights V of barriers. In a single 
barrier structure, the ratio CQ / Cd increases with EF and d and decreases with V. In a 

double barrier structure, the dependence of CQ / Cd on EF displays the 8' -like peculiarity 

near the tunnel resonance. 
In figure the normalazed quantum capacity is shown versus Fermi energy in double 

barrier tunnel structure with the barrier height 0.5 eV, the well width 2 nm and the barrier 
widths 1 nm (<Hnm). The figure shows that quantum capacity can be comparable with the 

classical one near the tunnel resonance Eps = 0.17 eV. 
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4.Conclusions 
We developed semiclassical and quantum mechanical approaches to the problem of the 

dynamic response of semiconductor tunnel devices. It is shown that account of tunnel times 
leads to an additional quantum capacity of junction connected in parallel with the classical one. 
Quantum capasity is proportional to the phase time of transmission or reflection and does not 
vanish in the limit of non-transparent barrier and can be comparable with the geometry 
capacity. In the case of resonance tunnel diode, it has resonance behaviour near the resonance 
of transmission coefficient. 
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1.0 Introduction 

The development of resonant tunneling diodes 
(RTD's) has achieved a level of maturity such that a 
variety of circuit implementations have been proposed 
and prototype circuits have been fabricated and tested. 
To predict and explain circuit behavior, attempts have 
begun to incorporate the RTD negative resistance into 
circuit simulation models, usually based on SPICE- 
type CAD tools. Examples and further references can 
be found in Ref. [1]. At the same time, detailed 
quantum mechanical models have also made 
significant progress over the past decade in 
investigating the essential features that determine 
RTD behavior. However, models which include more 
physics, e.g., multiple bands or phonon scattering, 
can be quite computationally intensive. 

The current versus voltage, I(V), characteristic of the 
diode is the quantity that determines the DC circuit 
behavior. The features of the I(V) curve which are 
most important are dependent on the circuit design of 
interest. For example, a high peak to valley current 
ratio may be critical in one application, but high peak 
currents with moderate peak to valley ratios may be 
more important in another. The voltages at the peak 
and valley currents can also be very significant. The 
design of the RTD heterostructure must try to 
optimize these quantities. For this the SPICE-level 
calculation should be able to take the calculated I-V 
curve and predict quantities related to circuit analysis 
such as speed, power levels, and sensitivity to 
fabrication induced variations in the I(V) curve. 

There is a gap between the quantum mechanical 
models and circuit simulation that this paper attempts 
to bridge. There are two challenges to be met. First, 
the quantum mechanical models are too 
computationally intensive to be called directly from a 
circuit simulator. Second, even if they could be called 
in this way, this would be undesirable because they 
do not adequately predict the measured data at this 
time. This is partly due to a lack of a full 
understanding of the physics involved, but also due to 
unavoidable uncertainties in fabrication. What is 
needed is an analytical form with the following 
properties. It should be a simple formula that can be 
easily incorporated into the circuit simulator, 

avoiding discontinuities that can cause lack of 
convergence [1]. It should be closely related to a 
quantum mechanical model so that it reflects physical 
reality. Lastly, it should have adjustable empirical 
parameters so that measured I(V) curves can be 
reproduced. It is important that these empirical 
parameters should be linked as closely as possible 
with real physical quantities and not just be arbitrary 
curve-fitting parameters. In the following we derive 
and demonstrate the use of a proposed form for the 
I(V). 

2.0 Derivation 

The philosophy of the following procedure continues 
from the work of Coon and Liu [2] and Chang, et al 
[3]. Coon and Liu derived a simple formula for the 
I(V) without arbitrary parameters for the zero 
temperature limit. Chang, et al, introduced arbitrary 
parameters into a variation of Coon and Liu's result. 
This allowed them to create a fair reproduction of the 
experimental I(V) data for their device of interest. 
Here we start from the standard formula for the current 
in the effective mass approximation assuming the 
transmission is independent of electron in-plane 
momentum and keeping Fermi statistics: 

J = ^M.]dET{E,V)ln 
2n2h' o 

1 + e(*f-*)/«■ 

\ + e(Er-E-eV)lkT 

The transmission coefficient is approximated by a 
Lorentzian: 

T(£,V) = 
(r/2)2 

[E-(Er-eV/2)] +(r/2)2 

E is the energy measured up from the emitter conduc- 
tion band edge. Er is the energy of the resonant level 
relative to the bottom of the well at its center. T is 
the resonance width. This formula assumes equal 
width barriers and that half the voltage drop falls from 
the emitter to the center of the well. This is certainly 
not always the case. Then, eV/2 could be replaced 
here and in the following equations by eVn with n 
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determined from analysis or from fitting the I-V 
curve. 

The next step contains the approximation. For small 
T, the transmission coefficient is negligible except 
when E is close to the resonance, i.e., E=Er-eV/2. 
Calculations show that r is on the order of an meV 
or less for even quite thin barrier widths [4]. This is 
much less than kT at room temperature. Therefore the 
substitution E=Ei-eV/2 can reasonably be made in the 
log term and it can be taken outside the integral. The 
result is: 

J = 
em kT 

2K2fl 
-In 

\dE- 

1 + e(^-^+fV,/2)'*r 

(r/2)2 

Jo     [E-{Er-eV/2)] +(r/2)2 

This integral can be done and the result is: 

em kTT 
j =        in 

An2t? 

l + e{EF-Er
+<v/2)/kT 

—+ tan M —- — 
2 \     T/2 

l + e(EF-Er-eV/2)/kT 

J 

The simplification of using n/2 + tan ' x = -cot ' x 
is not used, because the proper quadrant is then not 
found using standard conventions. 

This formula can be regarded as providing the correct 
form for the lineshape, but calculated in an 
oversimplified way. The physical quantities can be 
allowed to depart from their actual values so as to 
compensate for the approximations and omissions in 
the model. The following form is the result, where 
the initial guesses for A, B, C, D, and ni can be 
determined by comparison with the above, and then 
adjusted for match with experiment. 

Jl(V) = Aln 
l + ex '  ' 
7~     (B-C-n, V)elkT 

—+ tan '  1— 
2 {     D 

So far this form produce a peak current but there is no 
valley current. The current continuously decreases 
with voltage after the peak. Tunneling and thermal 
excitation through and over higher resonances and the 
barrier itself are not included yet, or are scattering 
processes. The simplest way to add this in would be 
to give it the form of tunneling through a single 

higher resonance. For reasonably small higher 
resonance widths, and voltages well below this second 
resonance, the argument of the arctan is large and the 
arctan becomes just rt/2 independent of voltage. A 
second resonance can thus be included using a term of 
the form: 

J2{V) = H]ln 
l + el -G+n2V)elkT 

l + e(-G-n1V)elkT 

Using G»V, this can be approximated as 

J2{V)~ H2(cosh(n2eV/kT)-l)~ H(e°',vltT -\)   . 

The last form assumes eV»kT and is probably 
adequate for most purposes. 

3.0  Results 

Figure 1 shows a comparison between measured data 
and a fit using the sum of the two formulas, 
Jl(V)+J2(V): 

0.5 1.0 1.5 

Voltage (Volts) 

2.0 2.5 

FIGURE 1. Comparison of measured RTD l(V) 
and fit to model. 

The RTD is made from InGaAs/InAlAs with 9 
monolayer barriers and a 16 monolayer well. The 
doping was 10'° with 265Ä low doped spacer layers. 
This sample was chosen for its low series resistance 
voltage drop, and is not particularly suitable for high 
speed application. The fitting parameters used were: 
A=0.001, B=0.022, C=0.162, D=0.00646, 
ni=0.1331, H=1.1839xl0-8, n2=0.1095. The fit is 
excellent. In particular, the low voltage turn on, the 
shape of the maximum, the peak width and the form 
of the valley current are all well reproduced. The 
plateau region after the peak is well understood as due 
to oscillations in the negative resistance region and 
not the true DC characteristic. 
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Here we demonstrate the application of the I-V 
equation derived above by presenting results for an 
InGaAs/lnAlAs HBT-driver/RTD-load bipolar inverter 
simulated using SPICE3f5. The RTD is modeled by a 
resistance in series with a parallel combination 
consisting of a non-linear dependent current source 
and a non-linear capacitor. For the RTD capacitance, 
the functional form Cj0/(l+V/Vbi)

M, with 
Cjo=0.03pF, Vbj=0.0368V, and M=0.19 was used, 
where the parameters were obtained from a fit to 
capacitance calculations based on our self-consistent 
numerical two-band model. Figure 2 displays a plot 
of the inverter's transient response. 

Figure 2. InGaAs/lnAIAs HBT-driver/RTD-load 
bipolar inverter transient analysis response. 

4.0  Analysis 

The small value for the parameter ni above serves to 
stretch out the voltage scale. In actuality, there is a 
significant voltage drop over the collector spacer layer 
which causes the stretching. This is not explicitly 
included in the above derivation, but is mimicked by 
the low value for ni. The band bending can be a large 
effect, especially if the spacer layer is wide and its 
doping small. The formula can be made more realistic 
by adding in an explicit simple form for the band 
bending in the total depletion approximation. Then, it 
can be included as a series voltage drop. The total 
depletion approximation gives 

y =££QF 

2eN, 

for the collector voltage drop. F is the electric field 
and is just V/d, where d is the thickness of the 
barriers and wells together. This result then just has 
the form of Vc=ßv2. The total voltage across the 
device is then Vt=V+Vc, where V is the voltage used 
in the above formulas. The new parameter ß can be 
used as a replacement for or in addition to ni, which 

should return to a more physically realistic value (0.5 
in the simplest approximation). 

There are additional physical effects which the above 
formulas omit, but which are more difficult to devise 
simple formulas for. They affect the shape of the 
negative resistance region itself, and in particular the 
difference of the valley and peak voltages. In the 
simplest approximation, the characteristics of this 
region are determined by the bottom of the emitter 
conduction band passing through the resonance. A 
sudden drop-off, determined by the resonance width. 
T, would determine the slope here. However, this 
approach is too simple and not useful. Even in the 
ideal case, ignoring growth non-uniformities, there 
are at least two effects that predominate. 

First, the dependence of the transmission coefficient 
on the electron momentum parallel to the layers is 
important here, even for Type I heterostructures. The 
difference in the effective masses in the well and 
barriers imply that the resonance energy itself depends 
on parallel momentum. This shifts the effective 
resonance position as the voltage is varied, thereby 
significantly decreasing the negative resistance slope. 
This is illustrated in Figure 3, which plots the data 
and two different theoretical models. Curve (b) is a 
calculation using a two band model [5] including the 
parallel momentum effect. This is to be compared 
with curve (c) which is also a two band model, but in 
which the variation on parallel momentum is ignored. 
The calculation was done for a structure with 8 
monolayer barriers instead of the nominal 9 
determined by MBE dead reckoning. This level of 
uncertainty is unavoidable at present and the fit is 
improved considerably by using 8 monolayers. 
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FIGURE 3. Comparison of measured RTD l(V) 
with two models. 

It can be seen that including the parallel momentum 
effect significantly spreads out the negative resistance 
region, giving a closer approximation to the actual 
voltage difference between the valley and peak 

671 



voltages. It also decreases the peak voltage 
considerably [6]. 

The second effect which is important, but not yet 
included explicitly, is the decrease in the transmission 
as the resonance approaches, but is still above, the 
emitter conduction band edge as the voltage is 
increased. In other words, the current maximum does 
not occur when the edge lines up with the resonance. 
This is obvious from considering that an electron 
with zero kinetic energy does not transmit. The actual 
peak voltage is smaller and results from the tradeoff 
between this decrease in transmission as the resonance 
approaches the conduction band edge versus the 
increasing number of electrons available to tunnel 
through the resonance due to the Fermi distribution 
[6,7]. This tends to decrease the peak voltage, and to 
round off the peak. The simple formula 

[2] D. D. Coon and H. C. Liu, App. Phys. Lett. 49, 
(1986). pp. 94-96. 
[3] C. E. Chang, P. M. Asbeck, K.-C. Wang, E. R. 
Brown, IEEE Trans. Electron Dev. 40, 4 (1993), pp. 
685-691. 
[4] D. H. Chow, J. N. Schulman, E. Özbay, and D. 
M. Bloom, App. Phys. Lett. 61, (1992). pp. 1685- 
1687. See Table 1. 
[5] J. N. Schulman and M. Waldner, J. Appl. Phys., 
60 (1986), pp. 3954-3958. J. N. Schulman, J. Appl. 
Phys., 63 (1988), pp. 2859-2861. 
[6] J.N. Schulman, in preparation. 
[7] T.B. Boykin, R.E. Carnahan, and K.P. Martin. 
Phys. Rev. B, 51  (1995),  pp.  2273-2281.  See 
Figure 3. 

TMAX=4l-(eVI2Er) 

gives an excellent approximation for the decrease of 
the Lorentzian transmission peak to zero as the 
applied bias approaches the resonance condition [6]. 

As is well known, there is one more important 
quantity to include when comparing any model to 
data: series resistance. Hopefully, the series resistance 
can be measured and can be put in directly as an 
additional resistor in the circuit simulation. If not, the 
resistance is an additional parameter to be determined. 
The above sample was purposely chosen to have a 
relatively small current to avoid this issue. For high 
speed RTD's in which the current is larger, this issue 
cannot be ignored. 

5.0 Summary 

We have developed a framework for bridging the gap 
between quantum mechanical models of resonant 
tunneling, circuit simulation models, and measured 
data. The formula we have derived involves variables 
which can be regarded as representing their true 
physical values, or these values can be considered to 
be starting points for an empirical fit. Additional 
physical effects can be added in as necessary in a 
realistic way. Several challenges remain, especially 
the modeling of the negative resistance region itself 
and the application of this strategy to Type II 
resonant interband tunneling diodes. 
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Abstract - A systematic extraction method for noise sources and correlation coefficient in the noise 
equivalent circuit of Ga As MESFET is proposed. It is based on the linear regression, which allows us 
to extract physically meaningful parameters from the measurement. The confidence level of the 
measured data can be easily examined from the linearity, y-intercept of the linear regression, and the 
scattering from the regression line. Furthermore, it is found that the time delay of correlation 
coefficient whose value is almost the same as that of the transconductance should he considered to 
model noise parameters accurately. 

I. Introduction 
The noise characteristics of a linear two-port system can be completely described by 2-port 

parameters such as Y, Z, S-parameters and the additional four noise parameters. There are several 
equivalent sets of these four noise parameters, depending on how to represent the two-port 
circuit[l]. In H-representation, the noise current source at the input in Y-representation is replaced 
by the noise voltage source. Generally speaking, the correlation between the noise sources has to be 
taken into account in any representation and the values of the 4 noise parameters should be 
determined from noise measurement at every bias point for each device. 

Pospieszalski[2] assumed that the gate noise voltage and drain noise current sources axe 
independent of each other. But, that assumption is not proved yet. Granted it is true in the intrinsic 
device, the parasitic gate-source capacitance, C^, invokes the correlation between gate noise 

voltage and drain noise current sources[3]. Since it is very difficult to discriminate C .   from the 
gsp 

intrinsic capacitance, C^,, by S-parameter measurement, the correlation coefficient has to be 

considered in the noise equivalent circuit. 
Usually a numerical optimization technique is used for extracting the noise sources from the 

measured noise characteristics by minimizing the error between the measurement and model. 
Though conceptually accurate, numerical optimization often gives wrong answer due to the local 
extrema. This is especially true for the noise data since the data itself is very noisy. Furthermore, it is 
hard to figure out the confidence level of the extraction result. In this paper, we propose a new 
systematic method to determine the noise sources from the measurement by linear regression. 

II. Noise modeling of MESFET 
Fig.l shows MESFET small signal equivalent circuit with H-representation noise sources 

whose correlation coefficient is C„. Here, c„ is defined as (v^ idu *\ over J(^„2)(/rf„
2) , which is 

a complex number in general. Note that r     in Fig.l is the sum of C .   and C    . The input 
ö* g$p gsi r 

equivalent noise voltage, Vjn, and the noise current sources, ijn, can be derived in the intrinsic 

equivalent circuit(inside the dotted box in Fig.l) as follows. V-m is the input equivalent noise voltage 

source which generates the same output noise when the gate is short to ground in AC, given by 

v*    =   v*> +    o    _£    i,„ ■ (1) 

iin is the input equivalent noise current generating the same output noise when the gate is open in 
AC, which can be written as 

m 
*„*-''"  ' 

'*. • (2) 
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Noise conductance, G„ can be obtained by normalizing //m
2\ by 4kTAfas following 

G- = -äüf-^ri'«'-) ■ (3) 

The correlation impedance between v.u and ;.(/ Z,', defined by (*,., /.(/*) over //()(
2\ can be derived 

using Eqs.(l)-(2) as follows. 

Zc -Ri + 
] 

coC„ 
Jg«,c~ ■n   \M 

(oC„ (4) 

CH can be assumed to have only tbe real part in MESFET at low frequency, but tbe imaginary part 

of CH increases at higher frequency. Ignoring the imaginary part of C„ gives rise to the large 

discrepancy in noise characteristics between measurement and model especially at high frequency 
as in Sec.IV. We found from the measurement that the angle of c„ is proportional to the frequency, 

and that its proportional constant can be approximated by gm time delay, 7. Then C is can be 

written as CHe^r. Then, the imaginary part of the optimum impedance, X0ll, can be written as 
/ r. -\ 

X, opt 
coC g* 

1 + 8mC„. IM 
(5) 

on 

RoPt2 

CO 
(6) 

Note that Xopt is inversely proportional to wC^r and that its proportional constant is dependent 

CH ■ On the other hand, the real part of the optimum impedance, Ro)(, can be easily derived as 

where cvT is the unit current gain frequency given by gm/Cgs. It is very interesting to notice that 

Ropt 
2 -R2 is inversely proportional to the square of frequency. 

III. Extraction method of noise sources from measurement for MESFET 
Three noise parameters, (i^,2), (;'i;„

2), and CH are extracted from the frequency dependent 

noise measurement. The   combinations of these three parameters have relations with G (Eq.(3)), 
XoPt (E(!-(5))' a1"1 Kop,2(Eq.(6)). Therefore, we can extract them from three plots summarized in 

Table below. Therefore, we can extract three unknown noise parameters from the slopes of plots 
using linear regression. The inherent advantages of the linear regression are : 

i) there is no danger to go into local extrema, and 
ii) the confidence level of the extraction results can be checked easily from the linearity of 

the plots, i.e., slope, y-intercept, and the scattering from the regression line. 
The examples of the extraction plots are shown in Figs.2~4. Note that the slope of X , vs. 

1/coCpis not 1. In the Pospieszalski's model where c„ is zero, Xo;„ should be exactly the same as 

VoC^, which means the slope should be 1. But, as shown in Fig.3, the slope is 1.2, and the slope 

goes upto ~1.4 at some bias conditions. 

Graph Gn  vs.   {(o/cor)
2 Xopt vs. l/a>Cp {Rl,,,r-Ri

2)vs.{coT/co)2 

Slope 

T_l-1_-I     TT_ 

{(,„:-) 
Ii- c   \M (i-c 4^ 1 H v> 4/cTA/ 1 + 6,„Wj,    ,.    ,\ 
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IV. Comparison of model with measurement 
The measured device is an ion-implated GaAs MESFET, whose geometry is 0.5 x 300mn.;:. 

The minimum noise figure, the optimum impedance, and the noise resistance of our proposed 
model are compared with those of measurement. In addition to our model, we compare two more 
cases. One is when Cn is assumed to have only real part in noise parameter calculation, and the 

other is when CH=0, i.e., Pospies/alski's model. The noise sources in Pospieszalski's model are 

extracted from the slopes in the plot of C„ vs. ((0/(orY and (R,,,,
2
 -R,-2) vs. („.,. / w)2. Comparison 

is performed at two bias conditions in Figs.5~6, both at 45 mA( Vas=0.0V ) and at 15 mA( V^— 
0.8V ) with VDS=3.0V, respectively. Figs.5~6 show that our model has" much better accuracy than the 
other two models in explaining frequency dependence of all four noise parameters. 

V. Conclusion 
A new extraction method for noise sources and correlation coefficient in the noise 

equivalent circuit of GaAs MESFET has been proposed. Since the extraction of noise sources and 
correlation coefficient is based on the linear regression, it allows us not only to extract physically 
meaningful parameters from the measurement in a systematic and straightforward way, but also to 
examine easily the confidence level of the measured data from the linearity of three plots and the 
scattering from the regression lines. The comparison of noise figure, optimum impedance, and noise 
resistance between our model and measurement shows excellent agreements both at high and at low 
drain current bias for a typical MESFET device studied in this paper. 
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An Efficient Current-Voltage Model of the SRH Generation-Recombination   for 
AljtGai-jcAs/GaAs N-p Heterojunction Diode 
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Abstract 

An efficient and general model for analyzing the l-V(current-voltage) characteristics of 
N-p AlxGai-xAs/GaAs heterojunction is presented by using the SRH(Shockley-Read-Hall) 
G-R(generation-recombination) equation. The I-V equations are further classified in order 
to obtain the more general and precise characteristic equations according to the various 
biased conditions. The density and level of the traps are also considered. 

The validity of the presented model is verified by comparing the results of simulation 
with those of experimental data and numerical analysis. 

I.Introduction 

The AlxGai-xAs/GaAs compound semiconductors making up the heterojunction have larger bulk defect 
densitiy and poorer surface qualitiy in comparision with those of homojunction device. They operate 
as the G-R traps and thereby produce a junction current. The trap is one of the most important 
factors in G-R mechanism at low temperature, reverse bias and small forward bias. 

Also, because the energy gap of AlxGai-xAs/GaAs is large, the G-R current in the SCR is more 
important than that of other materials, due to the small intrinsic carrier density in 
Al>Gai-xAs/GaAs[l]. 

Therefore, to predict accurately these device's characteristics and to design optimally these 
circuits, it is prerequisite to set up the precise 1-V characteristic models of G-R. A few basic 
models on these topics were issued recently, but they did not analytically characterize the effects 
of trap with the various parameters of trap[2-4]. Not only these simple characteristic models result 
in limiting the significant material parameters, but also they don't give satisfactory results 
regarding the analysis of G-R due to the assumption of the sensitive parematers such as Et (trap 

level), Ei (intrinsic level), N, (trap density), r„(electron life time) and r^hole life time). In 

these papers, the conditions of r„= Tp and Et= E; are asummed. These assumptions are the most 

effective G-R trap, but these assumed models are strictly valid for the middle trap level and they 
could not generally include the variational parameters as mentioned above. Moreover, the 
AlxGai-xAs/GaAs material has less effective G-R traps (Eti=E,). 

In this paper, the analytical G-R model for the heterojunction is presented and discussed in 
consideration of the trap density and level which existed in AlxGai-xAs/GaAs compound semiconductor 
within the SCR. 

II.    G-R Current-Voltage Model 

The   fundamental SRH(Shockley Read Hall) recombination rate   U   is given by 

rj = WtiP n - n2j)N,  
an{n+niex.v{{Et-EblkT))+ap{p+niex.T>{-{Et-EdlkT))        (1) 

Eqn. (1) can be written as 

Fm-F, 
U = 

n. 
sbh(~i^) (2) 

+ b 

while    b in eqn. (2) is a function of the trap parameters and can be written as follow 

b =  ^p("JW1)cosh{^(£(-£I.) + \ In^-} (3] 
where F„ and Fp are the Quasi-Fermi level. The G-R   currents can be obtained as 

JSRH= ^£xUdx   = QJ_zUdx + qj~ Udx = Jsm„) + Jsm» <4) 
The heterojunction energy band diagram and   matreial parameters are shown in Fig. 1. 
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Fig. 1. The heterojunction energy band diagram and matreial parameters 

By combining the material parameters and the shape of heterojunction energy band shown in Fig. 1, 
the expression for the hyperbolic cosine term in eqn. (2) is derived as eqn. (5) 

Fn+F> 
— EiK = Q VA V  — y"°      2 

&E 
+ -=#«■ + kT\n 

Substituting eqn.(5) into eqn. (2) yields eqn. (6) 

»•■» sinh(~f*r) 

a'Nd 

P{xt)       2e„ 
tit  

U = 
V T„l 

where, 

Therei 

JsRH{n)   — Q 

I   = -2- 

cosh 

V, 

Q2Nd (x+x„)2 

2   +   2a 

2e„kT 

(x+xn)2     (5) 

(6) 
+ b 

+ ln 
n*p     + lnÜ 

P(xp)  
+ to r. 

Therefore, the G-R I-V relation is obtained by integration in the n-AlGaAs SCR 

A **(■&) r„ &  
cosh 2»- 

q'Nd (x+xn) 2 1 

(7) 

(8) 

+ b 2e„kT 
To obtain analytic • integration of (x+xn)

2,   we can approximate it to linear formulation as 
x„(x+x^).  The integral term can be rearranged and the eqn. (8) is written as 

JSRHM = H„ sihh^-^^ Tn(b) (9) 

«here.      Hn= ^—- nin (10) 

1 

QNdxn  "■ 

•6fe„ (11) r„rt Jze z„+2bz„+l 
where H„ has the general parameters of heterojunction, T„(b) has the relation with the trap 

parameters such as Eu E{, r„, TP. It is very useful function that the SRH equation is divided 
into general parameter H and trap related parameter T of the heterojunction. After al 1, treatinents 
of T  may be most important in this paper. 

Following the same procedure, the G-R current in p-GaAs SCR (JSRH(P)) can be obtained, 

Jsmp)=Ht sinh(-||^) Tp(b) 

H> qNaxp 
n» ia-*-p 

^=7b: £ i 
i rnrp    Jza    zp

2+2bzp+\ dzt 

(12) 

(13) 

(14) 

If the trap levels were assumed to be in the middle trap, many parameters (Et,Ei,tp,Tn    and 
even Nt,6n,op)  of the derived equations could be eliminated in previous procedure. 

III. Calculations of the G-R Current-Voltage 

The G-R current equations USRH)  depends on the classification of b.  Therefore, to obtain the 
accurate characteristic equations, it is necessary to calculate the G-R I-V equation according to the 
classified conditions as the below case. 
Case  1.   VA < 0 ( Reverse Bias) 
Trap related parameter Tn,p{b)  expressed as 
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r.^u-yJL itr^iTTT 
2..,2 

J z..,l 

(15) 

Then the generation current in n-SCR and p-SCR is derived,  the resulting equation is 

JsRH=lHnT„(bz>l) + tf,T/Z>2>l)]sinh(-|^) (16) 

Case      2. VA >    0     ( Forward Bias) 
It can be divided into several cases.  The critical point of the division is the case at   J =1 

and the applied bias is   Vc . 

Vc= — In cosh2 kT     + 2 to r„ (17) 

a):   b2>l 
As the case of snail forward bias (0< VAi Vc),  the variations of the trap parameters have an 

serious effect on the current. Total recombination current can be obtained similarly by eqn. (16). 

b) : bz=\ 
In case of the critical bias between the small and the large forward bias (VA = VQ),  and the 

values of T„, p{b)  obtained by 

T„,p(b2=l) = 1 
(v 

, «...2 

b+z„,t 

Then, the total G-R current is 
' J «..»l 

JSRH=[H„ Tn{b2 = l) + #,r,(62=l)]sinh(-§^) 

(18) 

(19) 

c) : bHl 
In case of the large forward bias (VA > KJ, the diffusion curent is greater than the 

recombination current. So the G-R current is negligible in comparision with the diffusion current. 
The G-R currents, however, are expressed as following 

JsRH=lH„Tn(b\l) +HpTp(b\l)]swh[f^j 

where,        Tn,p(b\l) tan 

2/iM^uf   iY±) 

-i/ b+zn,p 

JT-b2 

(20) 

(21) 
2..,\ 

IV. Results and Discussions 

The Fig.2 shows the I-V simulation results as a function of bias under the various temperature 
from 150K to 350K in comparision with experimental data, which is in good agreement. But below 0.8V 
in high temperature 350K and above the range of 1.0 - 1.2V in low temperature, a small deviation 
occurs. These phenomena are due to neglecting both the high and low temperature effects and current 
components by tunneling effects. However, the model of this paper is well agreement with experimental 
data in proper operational temperature and bias. 

In the reverse bias, the results of presented model are compared with those of models under the 

condition of middle trap {Et= E{  and tn=vp= 10-9[s] ) as shown in Fig.3. In this paper, the 

simulation is performed at the trap level of 0.13 [eV], because the further deviation from the middle 
level of trap results in elucidating the trap level effect. Although the difference from both results 
is not large, the G-R under the assumption of middle trap is differ from the presented model. 
Therefore, in order to consider the traps in AljGai-xAs/GaAs heterojunction, not only the presented 
model may be a more useful and accurate I-V relation than the assumed model, but also it is able to 
analyze an I-V relation according to the variation of trap parameters even though other materials. 

To find the effect of the trap density on current components, Fig. (4) is shown. The more trap 
density increases in forward and reverse bias, the more G-R currents increases. As a result, the trap 
density gives a great influence on the generation current in reverse bias and the recombination 
current in small forward bias. And the reason why the trap density does not affect the magnitude of 
current in high bias(above 1.0 [V]), is the large diffusion current in this region. 

Comparing the results of presented model with those of numerical simulation (the mole fraction of 

Al : #=0.25 ) in Fig. (5), the results well coincide with each other in all of the applied bias and 
doping. Especially, agreements with both results in reverse and small forward bias are well informed 
that the presented model take well account of the trap parameters for the G-R I-V characteristics. 
Therefore, the proposed model can be used not only Et = E; ,but E, ^ E{ . 
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Fig 5. Characteristics of the current variation 
for the doping density in Al mole fraction 0.25 

V. Conclusion 

In this paper, we analyze the characteristics of G-R AlxGai-xAs/GaAs N-p heterojunction through the 
variation of temperature and trap level and density using by simple analytic method. The further 
classified I-V equations give the more precise and general characteristic equations. The validity of 
the proposed model is verified by comparing the simulation results with experimental and numerical 
data. 

The proposed model takes well account of the variations of trap parameters and is a more efficient 
and general analytic model for the G-R mechanism. 
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EXTENDED ABSTRACT 

A rigorous self-consistent two-dimensional drift-diffusion and energy-balance simula- 
tion of Npn Alo.3Gao.7As/ AlxGa(i-X)As/ GaAs graded base heterojunction bipolar 
transistors [1] has been developed to investigate the effect of compositional base grading 
on device performance. When optimized, base grading leads to substantial improvement in 
current gain [2-4] and transit time [5] .The epitaxial layer structure of the transistor is 
shown in Figure 1. The electron transport inside the base region of Npn HBTs is modeled 
with emphasis on the effect of Al mole fraction on carrier lifetime. Figure (2) shows the 
calculated energy band diagram of the transistor. A new formula to model the reduction of 
electron lifetime as a function of Al mole fraction is incorporated into the simulation. For 
the first time, this work models the electron transport across the base of graded AlxGai_xAs 
HBTs with the effects of composition dependence, electric field response, and base thick- 
ness incorporated [6]. Our simulation results provide better insights into the electron 
transport across graded base HBTs. The analysis also provides the guidelines for the se- 
lection of aluminum mole fraction inside the base region as a function of base thickness. 
The normalized DC current gains for three transistors with base thicknesses of 500,1000, 
and 2000 Ä are calculated and plotted in figure 3. Figure (4) shows the optimization curves 
for the selection of Al mole fraction as a function of base thickness. The trade-off between 
the current gain and base transit time is clear in this figure. 
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Modeling Bloch Oscillations 
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Experimental progress in recent years has made it increasingly likely that Bloch oscillations 

will someday serve as sources of terahertz (THz) electromagnetic radiation. While first 

predicted to occur in metals by Zener in 1934, in 1970 Esaki and Tsu suggested that 
semiconductor superlattices, rather than metals, would provide a realistic class of materials 

for which Bloch oscillations and the associated THz radiation could be observed. Only in 
1992, however, were Bloch oscillations conclusively detected in semiconductor 

superlattices, while prior to this date the very existence of Bloch oscillations was a matter 
of controversy among theorists. The primary obstacle in developing a satisfactory theory 

of Bloch oscillations has been the problem of reliably and systematically including the 
effects of interband transitions in analytical treatments of the time-dependent Schrödinger 
equation (TDSE). In this talk, we describe recent work on modeling Bloch oscillations 
based on high-precision numerical solutions of the TDSE for electrons in a semiconductor 
superlattice. The virtue of a numerical approach is that all interband transitions are 
explicitly included. Thus, for the first time, one has the ability to reliably model Bloch 
oscillations for a wide class of semiconductor superlattice systems. This work has revealed 
that the experimental superlattice system must be chosen rather carefully in order to 

successfully produce Bloch oscillations. We will summarize the major trends for the 
dynamics of single electrons in semiconductor superlattices, and the conditions under 

which Bloch oscillations can occur. Our survey will include results for idealized, strictly 

periodic superlattices, as well as for superlattices including the effects of interfacial 
roughening and compositional disorder. 
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Modeling and Simulation of Thin Film Transistors for Active-Matrix Liquid Crystal 
Displays 

M.HACK 

Xerox Palo Alto Research Center, 3333 Coyote Hill Road. 
Palo Alto, CA 94304, USA 

We present good agreement between numerical simulations and experimental data of 
the steady-state and transient characteristics of both amorhphous and poly-silicon thin 
film transistors for use in AMLCDs.Transistors made from these materials have 
characteristics which are strongly influenced by the presence of a continuous 
distribution of bulk traps throughout their band-gap. We show how these devices are 
modeled using an effective medium approach which accounts for the energy 
dependence of the traps, assuming they are distributed in a spatially uniform manner. 

INTRODUCTION 

Active-Matrix Liquid Crystal technology is 
now well established as the dominant 
technology for the production of flat panel 
displays. The most common choice for the 
active switch is an amorphous silicon (a-Si) 
thin film transistor (TFT) for large area 
displays, and poly-silicon (poly-Si) TFTs for 
high pixel density small area arrays for 
projection and viewfinder applications. 

a-Si technology is ideally suited for large 
area applications because of its very low 
deposition temperature (250 - 300°C), and its 
consequently low cost production on large 
area glass substrates. The relatively low field 
effect mobility (1cm2/Vs) ultimately limits 
the ability of a-Si TFTs to charge pixels in the 
short times required for extremely high 
resolution displays with a high number of 
scan lines. 

Poly-Si technology offers much improved 
performance on account of higher TFT 
mobilities, and the ability to fabricate both 
NMOS and PMOS devices enabling CMOS 
technology, but at this time it is less mature 
than its a-Si counterpart. In fact, the 
reduction of poly-Si TFT leakage current in 
the "off" state, and the uniform production 
of high quality poly-Si TFTs over large area 

low cost substrates, remain the two 
prerequisites for the wide employment of 
poly-Si TFTs in numerous commercial 
applications. 

Transistors made from these materials have 
characteristics which are strongly influenced 
by the presence of a continuous distribution 
of bulk traps throughout their band-gap. In 
a-Si these states are a consequence of 
defects and the lack of long range order, 
while for poly-Si they represent the spatial 
average of all the grain boundaries and intra 
grain defects. Deep or mid-gap states 
determine the threshold voltage and 
subthreshold slopes, while the tail states 
(near the band edges) control the field effect 
mobility. On account of these tail states only 
a fraction of the charge induced into the 
channel by the gate appears as mobile 
carriers and therefore the field-effect 
mobility is lower than the band mobility, and 
is a function of gate voltage [1]. 

These devices are modeled using an 
effective medium approach which accounts 
for the energy dependence of the traps, but 
assumes that they are distributed in a 
spatially uniform manner. 
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OUTLINE of COMPUTER MODEL 

Our two dimensional numerical device 
simulator has been described elsewhere [2]. 
To implement a steady-state a-Si or poly-Si 
device simulator it is important to accurately 
account for the charged trapped in the 
states within the band-gap, and for transient 
simulations it is additionally necessary to 
realistically describe their emptying and 
filling kinetics. To achieve convergence and 
to ensure stability, the distribution of 
localized states are modeled as a series of 
discreet levels. We use Shockley-Read-Hall 
trap kinetics, thereby accounting for both 
electron and hole capture and emission 
processes. Smooth simulation results are 
obtained by placing these traps 50 meV 
apart. Trap levels in the upper half of the 
gap are acceptor-like (neutral if empty and 
negatively charged if occupied by an 
electron) while the remainder are donor-like 
(positively charged if empty and neutral if 
occupied by an electron). 

RESULTS 

Figures 1 and 2 show the effective 
density of localized states (DOS) or traps for 
both a-Si and poly-Si, assuming an effective 
medium or spatial averaging approach. Both 
materials have tail state distributions which 
vary rapidly with energy as well as more 
shallow distributions of deep or mid-gap 
states. These DOS spectra are asymmetric 
with more states in the lower half of the 
gap, resulting in poly-Si PMOS TFTs having 
larger threshold voltages and poorer sub- 
threshold slopes than their NMOS 
counterparts, as well as no usable p-channel 
a-Si TFTs. These DOS spectra have enabled us 
to realistically simulate the device 
characteristics of both a-Si and p-Si TFTs [3] . 
The effective DOS for poly-Si was derived by 
fitting the model to the measured activation 
energy of the source-drain current as a 
function of gate bias at low VdS. 

Figure 3 shows a direct comparison between 
the characteristics of a 15 urn channel length 
a-Si and an NMOS poly-Si TFT, together with 
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Fig. I - Density of states (DOS) for a-Si 
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Fig. 2 Effective density of states for poly-Si 

the requirements to drive a pixel in a high 
performance AMLCD. Poly-Si TFTs have 
ample drive current, while the a-Si devices 
are almost at their limit. Figure 3 also 
demonstrates the lower leakage of a-Si TFTs, 
and the relative lack of latitude in the 
leakage characteristics of poly-Si TFTs. 
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Figure 4 shows the output data for a 
typical PMOS poly-Si TFT. At high drain bias 
(Vds) there is a rapid increase in drain current 
that arises from avalanche multiplication in 
the high field region near the TFT drain [4]. 
Similar results are observed in NMOS devices. 
This "kink effect" is very strong in poly-Si 
TFTs as a result of carriers created by the 
impact ionization disturbing the equilibrium 
between free and trapped carriers [5]. The 
kink effect causes poly-Si TFTs to have a low 
saturated output impedance, and this must 
be accounted for in circuit designs. The 
strong channel avalanche effects in poly-Si 
TFTs also cause short channel effects for gate 
lengths less than approximately 10um. 

In general, an off-state TFT leakage of less 
than 1 pA is required for a grey scale AMLCD. 
This leakage is readily achieved for a-Si TFTs, 
but can only be maintained with poly-Si 

Fig. 4 Output characteristics of a 10 urn 
PMOS poly-Si TFT. W= 50 um. 
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Figure 5. Simulated and experimental 
dependence of current-gate voltage 
characteristics for a 20um NMOS poly-Si TFT 

technology if special techniques are used, 
such as lightly-doped drain structures [6], 
secondary gate induced drains [7] and 
multiple gate TFTs [8]. Of these, multiple 
gates is the simplest as no additional 
processing is required and no additional 
pixel bias lines are needed. 

An additional feature to an effective 
medium approach is required to model poly- 
Si leakage currents. These vary from device 
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Fig. 6 Simulated leakage current for three 
gate biasses. The open points, labelled A, 
correspond to a leakage trap 0.17 urn from 
the gate edge, while solid points (B), 
correspond to the trap 0.27 urn from gate 
edge. 

to device [9] and are generally associated 
with traps whose spatial position as well as 
energy in the bandgap varies from TFT to 
TFT. While both Poole-Frenkel and tunneling 
mechanisms have been proposed, 
experimentally leakage is found to depend 
on shallow and not deep traps, ruling out 
the P-F mechanism. Figure 5 shows good 
agreement between simulated leakage 
current and experimental data at two drain 
biases, and for three temperatures. 
We believe that the variation in leakage 
current from device to device is caused by 
the statistical distribution of traps relative to 
the TFT drain. Leakage currents are modeled 
by the tunneling of carriers from specific 
additional traps placed near the TFT drain. 
Figure 6 shows the simulated Vds 
dependence of the leakage current, for two 
different positions of the trap causing 
leakage currents. These two positions could 
correspond to two different devices or even 
the same device with the source and drain 
reversed [9]. At low Vds the leakage current 
is independent of the leakage trap position, 
as  it  is  determined   by the TFT  channel 

conductance. Our simulations predict that at 
low Vds the leakage current is purely a result 
of drift-diffusion currents in the channel, 
and is sub-linear with drain bias due to the 
gate depleting the channel of majority 
carriers. At high Vds the high field tunneling 
mechanism becomes dominant, causing 
device leakage to depend on the position of 
the traps within the TFT, and the magnitude 
of the channel electric field in the vicinity of 
the trap. 

CONCLUSIONS 

We have outlined details of a computer 
model for the characteristics of both a-Si and 
poly-Si TFTs. It is based on an effective 
medium appoach where defects or traps 
present in these materials are distributed in 
a spatially uniform manner. 
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High Through-put Processing for Poly-Si TFT 
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High through-put, low temperature processing for poly-Si TFTs on inexpensive substrates 
will require a rapid (1) low temperature Si deposition, (2) low temperature crystallization, 
(3) low temperature dopant activation, (4) low temperature dielectric deposition, and (5) 
low temperature, grain boundary passivation process. An overview of the possibilities for 
these steps is presented. 

I. Introduction 

The high through-put manufacture of poly-Si transistor arrays for active matrix 
liquid crystal displays (AMLCDs) and active matrix electroluminescent displays 
(AMELDs) on inexpensive substrates will require a number of demanding processing 
steps. These will include a rapid (1) low temperature deposition process, (2) low 
temperature crystallization, (3) low temperature dopant activation, (4) low temperature 
dielectric deposition, and (5) low temperature grain boundary passivation process [1].   All 
of these processing steps will have to be done with thermal budgets that are compatible 
with the display substrate. In this report we will discuss various approaches to these key 
processing steps. 

n. Film Deposition 

The first needed critical step in the process flow of Fig. 1 is a low temperature 
deposition that is compatible with inexpensive substrates and yet has acceptable deposition 
rates. This means that deposition temperatures that are at least < 600°C are required. 
Candidate processes are low pressure chemical vapor deposition (LPCVD), plasma 
enhanced chemical vapor deposition (PECVD), and sputtering. Of these, PECVD and 
sputtering offer lower temperature deposition and are, therefore, very attractive. Both 
processes can be scaled-up for large areas and offer the potential for acceptable deposition 
rates. With the advent of high density plasma (HDP) sources such as transformer coupled 
and inductively coupled sources, PECVD has become particularly scaleable. 

If laser exposures are to be used for the crystallization step of Fig. 1, then the film 
deposited in step one of this figure can be polycrystalline or amorphous, as deposited, 
since it will be melted [2]. However, if solid phase crystallization (SPC) is to be used and 
large grain material is the objective, then poly-Si films are inadvisable and amorphous 
precursor Si films should be used. This is because, in deposited poly-Si films, grain size 
will be of the order of film thickness. To obtain large grain poly-Si from deposited poly-Si 
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films of thicknesses < 1000 Ä would then require recrystallization and, therefore, 
temperatures > 950°C. 

HI. Low Temperature Crystallization 

There are two approaches to low temperature crystallization as noted earlier: laser 
crystallization and solid phase crystallization (SPC). The former melts the deposited film 
but over times that are short enough that the substrate can be essentially unaffected. The 
latter does not melt the precursor amorphous silicon that must be used for SPC but, 
instead, uses furnace or rapid thermal annealing (RTA) for crystallization. For rapid 
through-put RTA is obviously the preferred SPC approach. Two types of RTA are 
currently being explored: one using tungsten-halogen sources and the other using xenon 
sources [3]. The obvious through-put advantage of RTA is seen in Fig. 2. 

IV. Dopant Activation 

Doping in poly-Si TFT structures is usually accomplished by ion implantation. To 
achieve the necessary through-put objectives, the emphasis is on ion implantation without 
mass selection. If laser crystallization is used, then doping must be done after 
crystallization and an additional dopant activation step must be used in the process flow of 
Fig. 1. For this path, one needs to try to lower the temperatures needed to activate a 
dopant in a crystalline Si material and one demonstrated successful approach involves the 
use of hydrogen [4]. If SPC is used, then the dopant can be implanted before 
crystallization, since the crystallization temperatures in this approach are so low, 
significant dopant movement does not occur during annealing. The SPC approach to 
crystallization has the advantage that crystallization and dopant activation are both done in 
the same step. 

V. Low Temperature Deposited Dielectric 

To achieve the thermal budget needed for poly-Si TFTs on inexpensive substrates, 
it is generally believed a deposited dielectric is needed. The usual "rule-of-thumb" is a 
deposited SisN4 dielectric for amorphous Si and a deposited Si02 dielectric for poly-Si. 
Hence, for poly-Si silicon dioxide deposition approaches have to be explored and those 
that have been looked at include sputtered, PECVD, LPCVD, and atmospheric pressure 
chemical vapor deposition (APCVD). 

VI. Low Temperature, High Through-put Passivation 

The use of hydrogen for the passivation of poly-Si is a well established procedure. 
The need for a high through-put process in poly-Si TFT fabrication has spurred the 
exploration of high density plasma sources for this step [5]. This approach, with [6] or 
without [7] substrate/plasma biasing, has proved to be very effective. 
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Self-Aligned Offset Gated Poly-Si TFTs by Employing 

a Photo Resist Reflow Process 
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Department of Electrical Engineering, Seoul National University, Seoul, Korea 

1. INTRODUCTION 

A large leakage current may be one of the critical issues for poly-silicon thin film 
transistors (poly-Si TFTs) for LCD applications. In order to reduce the leakage current of 
poly-Si TFTs, several offset gated structures have been reported. ^2) In the most proposed 
offset structures, an additional photo lithographic step is usually required to fabricate an 
offset structure. The different offset length is occurred due to misalignment problem. The 
offset length of the source region is not same as that of the drain region so that those 
devices exhibit the asymmetric electrical performances such as the threshold voltage shift 
and the variation of the subthreshold slope.3)4) 

In this paper we propose a new fabrication method for poly-Si TFTs with a self- 
aligned offset gated structure by employing a photo resistor reflow process. The proposed 
device is designed to employ the gate pattern to define the offset region so that the 
process does not require any additional mask step and eliminates the misalign problem. In 
the proposed device, the self-aligned implantation is applicable so that the offset length of 
the source is identical with that of the drain. 

2. DEVICE STRUCTURE 

A schematic structure of the proposed device is illustrated in Fig. 1. The gate 
structure of the proposed device consists of two parts rather one in the conventional 
device. As shown in Figure 1, we entitle the main gate where the gate bias is applied and 
the other is the entitled subgate which is separated from both sides of the main gate. The 
gate oxide of the new device is expanded to the subgate adjacent to the source and drain. 
We define the expanded part of the gate oxide as the offset oxide. The poly-Si channel 
layer below the offset oxide is protected from the injected ion impurities for the 
source/drain implantation. Because the subgate is not connected to any electrode, the gate 
bias is not applied to the subgate. The poly-Si channel layer below the offset oxide acts as 
an offset region of the proposed device. The offset length of the device is sum of the 
subgate length and the space of the subgate and the main gate. 

695 



3. FABRICATION PROCESS 

The process sequences to form the offset oxide is illustrated in Fig. 2. A lOOnm 
thick poly-Si film was a deposited by LPCVD on a 500nm wet oxidized silicon wafer. A 
lOOnm-thick gate oxide insulator is deposited by APCVD. Then, a 200nm-thick gate 
poly-Si film is deposited by LPCVD. In order to pattern the poly-Si gate, the poly-Si film 
is etched out by RIE. The photo resist is reflowed at 160 °C for 30 minutes (Fig 2(c)) and 
gate oxide is etched out (Fig. 2(d)), which is followed by the removal of the photo resist 
(Fig. 2(e)). During the poly-Si gate etch, the oxide between the main gate and the subgate 
is not etched due to the reflowed photo resist which is filled in the space between the 
subgate and the main gate. For the source and drain implantation, the ion impurities are 
not injected into the poly-Si active layer below the offset oxide. 

Figure 3 shows a cross-sectional SEM image of the oxide fabricated by photo resist 

reflow method. The space between the main gate and the subgate is 0.5/mi, and subgate 

length is 0.8/mi of offset oxide in SEM image of Fig. 3. In our experiment, the space 

between the main gate length is varied from 0.2/xm to 0.8/m and the subgate length is 

varied from 0.2/mi to 1.2//m respectively. The uniform offset oxide layer is formed at both 
sides of a poly-Si main gate. We have verified the existence of the offset oxide by SEM. 

The offset length of 0.4/mi to 2.0fm is obtained successfully. 

4. SIMULATION RESULTS AND DISCUSSION 

We have verified the feasibility of our new fabrication process by SUPREM IV and the 
SILVACO SPISCES-2B. The simulated transfer characteristics of the proposed poly-Si 

TFT are shown in Fig.5. The channel length is 10/fln and the offset length (L0ff) is varied 

from 0.0/jm (non-offset) to 1.0/fln. The lateral diffusion length which is about 0.2/mi is 
obtained by SUPREM IV. Solid phase crystallized lOOnm thick poly-Si film is 
considered as active layer. Ion impurities injected into the source/drain region are 
assumed to be activated at 900 °C for 30 minutes. 

In the proposed TFT, the off current on the negative bias is much less than that of a 
conventional one. As the L0ff increases, both the on and off current decrease although the 
reduction of on current is much less than off current reduction. However, a remarkable 

suppression in the off current is observed in the offset length of 0.5/mi. In order to clarify 
the major factors dictating the off current, we have evaluated the variation of the peak 
electric field in the drain depletion region as a function of L0fr. 

The peak electric field as shown in Fig.4, decreases with the increase of the offset 
length. These results imply that the peak electric field is a dominant factor to determine 
the leakage current. As the offset length increases, the leakage current is reduced from 
300 fA to 30 fA. The ON/OFF current ratio with various offset lengths is evaluated as 

shown in Fig.5. The maximum ON/OFF ratio occurs at L0ff of 0.5/fln and exceeds 108. 
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5. CONCLUSION 

We propose a new fabrication process for poly-Si TFTs with a self-aligned offset 
gated structure by employing a photo resist reflow process. The offset region by the photo 
resist reflow process has been successfully obtained in order to fabricate the offset gated 

poly-Si TFTs. The symmetrical offset length from 0.5jura to 2.0/mi is easily obtained in our 
experiment. The device simulation shows the maximum ON/OFF ratio of 108 at offset 

length 0.5/mi. 
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1 Introduction 

To deposit amorphous silicon by 
conventional low pressure chemical vapor 
deposition (LPCVD) followed by long-term 
recrystallization is often used for fabricating 
poly-Si TFTs. Such process will seriously affect 
the throughput of fabrication. Recently, it was 
found that the poly-Si can be obtained at reduced 
pressures without any recrystallization by 
ultrahigh vacuum chemical vapor deposition 
(UHV/CVD) below 550 °C [1]. This finding 
makes poly-Si TFT's fabrication possible at low- 
temperature, and low thermal budget condition. 
High throughput is also possible. However, on 
the other hand, due to the high defect-state 
density at grain boundaries and in the grains, 
which degrade the TFT performance, and larger 
surface roughness of as-deposited poly-Si films 
grown at reduced pressure, which make these 
poly-Si films unsuitable for fabricating top-gate 
devices. In order to overcome these weaknesses, 
either to enlarge the grain size[2] or to passivate 
the defect-state by plasma treatment[3] or smooth 
these films[4] are tried. In this work, as-deposited 
poly-Si films grown at reduced pressure by 
UHV/CVD which were used as the channel layer 
followed by CMP were used. 

2 Experimental 

A. Film preparation 
In this work, we proposed and demonstrated 

a effective approach for fabricating high 
performance of poly-Si TFTs without long-term 
and any post recrystallization. This approach 
utilizes an UHV/CVD deposited undoped poly-Si 
film as the channel. The system features an 
ultraclean growth environment (base pressure 
~10"8 Torr) which carbon and oxygen 
concentrations are below the second ion mass 

spectroscopy (SIMS) detection limit, and a 
reduced deposition pressures (~ 1 mTorr). The 
poly film was as-deposited at 550 °C using 
silane as the depositing source and without any 
post recrystalline. However, the larger surface 
roughness inheres in these films, which inhibits 
fabrication of the top-gate self-aligned TFTs. 
Therefore, the chemical mechanical polishing 
(CMP) system was used to reduce the surface 
roughness. KOH and silica slurry were used in 
polishing process. In our previous works[l], we 
have shown that using UHV/CVD technique can 
deposit high quality fine-grain poly-Si films 
below 550 °C without further recrystalline 
treatment, which is hard to achieve with the 
conventional LPCVD. Utilizing these techniques 
and combined with plasma treatment and low 
temperature grown gate oxide, the fabrication of 
high performance poly-Si TFTs at low 
temperature is possible. 

B. Device fabrication 
A 150-mm silicon wafer coated with a 300 

nm-thick thermal oxide was used as the substrate. 
An 160 nm-thick and 120 nm-thick undoped 
poly-Si films for CMP polishing and without 
polishing (unpolished) were deposited, 
respectively, by UHV/CVD at 550 °C . The 
undoped poly-Si was employed as the channel 
layer with a grain size of 80 nm measured by the 
transmission electron microscopy (TEM). The 
160 nm-thick poly-Si was polished down to 120 
nm by CMP. Then these films( unpolished and 
polished) were patterned and plasma etched to 
form the remaining active area island, which 
have a thickness of 120 nm. A 30 nm-thick gate 
oxide was thermally grown at 850 °C at O, 
ambient. After these steps, a 300 nm-thick poly- 
Si was deposited by UHV/CVD again at 550 °C 
to serve as the gate electrodes also were defined 
by plasma etching. The gate electrode and 
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FIG 1(a) The morphology of unpolished films 
is 9.0 nm. 
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FIG 2(a) The comparison of unpolished and 
polished characteristics for p-channel devices. 
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FIG 1(b) The morphology of polished films  is 
3.7 nm. 

source/drain regions were implanted by boron 
and phosphorus at a dosage of 3X1015 cm"2, and 
energies of 20 keV and 60 keV for p+/n+ gates 
and source/drain contacts, respectively. Then a 
550 °C post-implant anneal was performed in N2 

ambient for 1 hr and 4 hr for p- and n-channel 
devices, respectively. The resistivity are 3 mQ- 
cm and 7 mQ-cm for p+ and n+ poly gates, 
respectively. The 200 nm-thick oxide was formed 
as the cap layer by plasma enhanced chemical 
vapor deposition (PECVD) at 300 °C. Finally, 
contact hole definition and Al metalization was 
performed followed by a 400 °C sintering in N2 

ambient for 30 min. After these processes, a 2 hr 
NH- plasma treatment was performed for p- and 
n-channel devices. The plasma power density is 
0.67 W/cm2 and pressure is 300 mTorr. 

3     Results and discussion 
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FIG 2(b) The comparison of unpolished and 
polished characteristics for n-channel devices. 

The roughnesses of the poly film are 9.0 nm 
and 3.7 nm for unpolished and polished, 
respectively, observed by atomic force 
microscope (AFM) as in Fig. 1(a) and 1(b). We 
found that the surface roughness of poly films 
can be dramatically reduced by CMP technique. 
And it is believed that the more planar surface 
could be obtained by furtherly optimizing the 
polishing technique. Typical transfer curves, 
drain current, Id versus gate voltage, Vs at drain 
bias, 0.1 V and 5 V are shown in Fig. 2(a) and 
2(b) for unpolished and polished devices. Due to 
the CMP to planarize the channel surface, the 
performance of polished devices were improved 
by reducing the surface scattering between gate 
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FIG 3(a) The comparison of polished p- 
channel devices with and without plasma 
treatment. 

FIG 3(b) The comparison of polished n- 
channel devices with and without plasma 
treatment. 

oxide and channel interface. The characteristics 
of the polished device subjected to NH3 plasma 
passivation is shown in Fig. 3(a) and 3(b), and 
the without NH3 plasma treated device is also 
shown for comparison. After NH3 plasma 
treatment, the performance is dramatically 
improved. The IoN^OFF current rati° 's larger 

than 10', subthreshold swing is around 0.2 
V/decade, and threshold voltage is smaller than 
0.6 V. The greatly improved transistor 
characteristics were due to the film quality and 
also due to the post NH3 annealing. Because the 
performance of poly-Si TFTs are mainly 
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FIG 5 The activation energy curves with 
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determined by the grain structure and grain 
boundary properties of poly-Si films. Although 
the larger grain size of poly-Si is expected to 
improve the characteristics, the performance of 
poly-Si TFTs, such as the mobility is strongly 
influenced by the grain boundary properties 
rather than the grain size[5]. Therefore, we can 
explain why such the smaller grain size (80 nm) 
of poly-Si can also be used to fabricate high 
performance TFTs. Fig. 4 shows the density of 
states in band gap by field-effect conductance 
method[6] before and after NH3 treatment. The 
distribution shows that passivation is effective in 
tail and midgap states, which accounts for the 
improvements in mobility, leakage current, 
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Table I   The characteristics of devices: channel width/ length=100 um/ 10 urn 

devices\parameters 
field effect 

mobility 
(cm2/V-s) 

threshold 
voltage(V) 

subthreshold 
swing 

(V/decade) 

trap states 
(cm"2) iON'IoFF 

p-channel(unpolished) 1.9 -6.7 1.2 6.7X1012 7.0X103 

p-channel(polished) 14 -4.3 0.45 4.0X10'2 6.9X105 

p-channel(NH3 treated) 58 -0.53 0.17 2.0X1012 1.1X107 

n-channel(unpolished) 1.6 7.3 1.3 8.4X1012 5.4X103 

n-channel(polished) 17 5.1 0.42 5.0X1012 2.5X106 

n-channel(NH3 treated) 98 0.36 0.21 2.0X10'2 1.8X107 

subthreshold swing, and threshold voltage. Fig. 5 
show the gate voltage dependent activation 
energy before and after NH3 treatment. The 
steeper curve also indicates that the low threshold 
voltage and subthreshold swing. We can found 
the kink exists in activation energy curves of p- 
channel devices without and with NH3 treatment. 
This phenomenum may be due to the dangling 
bond exists in lower band gap[7] but the detail is 
unclear. 

In   this   work,   a  maximum   field   effect 

mobility of 58 cm^/V-s for p-channel and 98 

cm^/V-s for n-channel were obtained after NH3 

plasma treatment. More detailed device 
characteristics were summarized in Table I. All 
characteristics were determined by drain voltage, 
Vd = 0.1 V except the ON ( Vg = 10 V) / OFF (Id 

is minimum) current ratio was determined at Vd 

=5 V. The device performance is dramatically 
improved by NH3 plasma is believed to generate 
positive fixed charges in the gate oxide near the 
source and drain junction by ionized nitrogen[l 1], 
and ionized hydrogen atoms. Finally, there are 
many matured low temperature gate oxide 
formation methods but not available in this 
work[8, 9]. Therefore full low temperature 
processes on glass is feasible to fabricate poly-Si 
TFTs. 
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4     Conclusions 

In summary, we have developed very useful 
techniques to fabricate poly-Si TFTs which use 
UHV/CVD thchnique to deposit poly-Si films 
without post recrystallization and CMP technique 
to planarize these films as the channel layer. 
Then followed by plasma NH3 plasma treatment, 
the performance is dramatically improved which 
are never achievable before without 
recrystallization. 
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with SiÜ2 gate insulator 
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Hydrogenated amorphous silicon (a-Si-'H) thin film transistors (TFTs) have been used 

as switching devices of commertial active matrix liquid crystal displays (AMLCDs). The 

negative gate voltage is applied to the a-Si:H TFTs almost all the time while the LCD is 

working. The off currents of the TFTs should be sufficiently low so that the data 

information remains on a pixel until next data signal is applied. Therefore, the off current 

is one of the most important factors to get a high performance display with no flicker. The 

flicker can be arised by the degradation of pixel potential. The several mechanisms 

responsible for the off current of the polysilicon TFTs have been suggested using a 

junction theory[l][2], i.e., thermal emission and field emission (tunneling) in the drain 

depletion- region. The behavior of the off current for the a-Si:H TFT with SiNx gate 

insulator has been characterized similar to the polysilicon TFTs [3] [4]. However, there is 

no report on the behavior of off current of a-Si:H TFTs which have atmospheric pressure 

chemical vapor deposition (APCVD) silicon dioxide (SiCfe) as the gate insulator. 

In this work the off currents for negative gate voltages were compared between the 

TFTs with the a-Si:H/Si02 and with the a-Si:H/SiNx interfaces. The a-Si:H TFT with 

Si02 gate insulator has small off currents and large activation energy (Ea) of the off 

current compared to the a-Si:H TFT with SiNx gate insulator. The holes induced in the 

channel by negative gate voltage seem to be trapped in the defect states near the 

a-Si:H/Si02 interface. The interface state density in the lower half of the band gap of 

a-Si:H/Si02 appears to be much higher than that for a-Si:H/SiNx. Figure 1 shows a cross 
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sectional view of the a-Si:H TFT with the a-Si:H/SiC>2 interface. Figure 2 shows the 

depth profile of Si, 0, H and N for the interface region between a-Si:H and APCVD SiÜ2 

by SIMS. Figure 3 shows the comparison of a typical transfer characteristics for a-Si:H 

TFTs. Figure 4 shows the drain-to-source voltage dependence of the currents for a-Si:H 

TFTs a) with SiNx gate insulator, b) with SiCk gate insulator. Figure 5 shows the 

temperature dependence of the off current characteristics for a-Si:H TFTs a) with SiNx 

gate insulator, b) with S1O2 gate insulator at Vd=20V. Figure 6 shows the activation 

energies of the off current for a-Si:H TFTs 
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and 

C.H. Wu 
Electrical Engineering Department 

University of Missouri-Rolla 
Rolla, MO   65401 

Dynamical characteristic of amorphous silicon thin-film transistor (TFT) has been 
investigated recently by several authors [1,2,3]. In particular, there has been a 
controversy with regard to the existence of a transient drain current peak as calculated by 
Hack et al [1] on one hand and the absence of it by Huang and Wu [2] on the other. In this 
work, we would like to clarify the reason behind its existence or its absence. Doping level 
near the regions at source and drain contacts can play a very important role in determining 
the steady-state current levels as well as the transient behavior in which the switching time 
is determined. Earlier we have shown that switching time of TFT is four to five orders of 
magnitude greater than that of the transit time in undoped TFT [2]. Additional dopings near 
source and drain has a great effect in shifting the switching time closer to the transit time. 
We will show this effect explicitiy here for the first time. Static characteristics' changes in 
TFT due to geometric factors, such as source/drain locations and gate metal length and 
location, has been investigated by Hack [1]. How those geometric factors can influence the 
switching time is studied here. The device geometry is shown here in Fig. la where the 
doping level near source and drain is indicated by shaded areas. The bulk trap-state density 
of the amorphous silicon layer is indicated in Fig. 2. In our numerical computations, 
continuity equations for electrons and holes, the related Poisson equation as well as the 
dynamical equation for trap-state occupancy are solved numerically. In our calculations 
V

DS =5V,VG=10V, mobility = 20 cm2/V-s and channel length L= 10 \im are used. In 
heavily doped cases at the levels of 1017 cm'3 to 1019 cm'3, the values of switch-on time 
are greatly reduced to 1.5 x 10"8 s from 4 xlO"1 s in the undoped situation. This switch- 
on time is determined when the value of drain current is within a few percent to that of the 
source current since steady-state is actually reached only at infinite time. Because drain 
current is negative initially (drawing carriers into the channel) and at t = 4 x 10~9 s, the 
drain current stops flowing in and begins to flow out. Afterwards the drain current quickly 
approaches to the value of source current which is decaying with time. Thus between the 
increasingly upward approaching to the value of source current and the subsequent near 
equality to the value of drain current, which is decaying, the drain current will exhibit peak, 
which, for all practical purpose, can be considered as the switch-on time (Fig. 4). 
However, if the doping level is low at 1012 cm'3 to 101S cm'3 range, one will not observe 
any significant drain current peak because when drain current approaches source current at 
a much later time the source current is no longer decaying any significantly. The slow 
approaching of drain current toward source current in this situation is due to the low source 
and drain current levels at those low dopings. The switch-on time is the time required to 
fill all trap-states from initial Fermi level to the steady-state quasi-Fermi level, which is 
fixed regardless of the doping levels near the source and drains. Thus the low current 
density implies longer time to fill those trap states and thus longer switch-on time. Note 
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that transit time changes due to doping also. For example, the transit time r = 10" 
undoped situation and t =10"'° s when heavily doped. 

s in 

cm \ the steady-state source and drain currents At low dopings of 10 +12 cm'* to 1015 

increase only slightly (Fig. 3a). At high dopings of 10 "cm'3 to 1019 cm'*, the switch-on 
time (that is: the drain-current peak location) approaches a limiting value of 1.5 x 10""8 s 
which is still two orders of mangitudes longer than that of the transit time (Fig 3b). 
Furthermore, we also investigate the effect of variation of the thickness of doping regions 
on static and dynamical characteristics. We find that the thickness has almost no effect on 
switch-on time or steady-state current level. The dopings at source and drain regions 
simply provides more uniform carrier initially over the entire contacts. Without such 
dopings, carrier will increase heavily only at contact regions closest to the gate contact For 
example, the carrier concentrations at t - \QTus and at t -10~10^ for undoped and doped 
contact regions are shown in Figs. 5a-5b and Figs. 6a-6b respectively. 

Different locations for source/drain ohmic contacts are also investigated. As shown in 
Fig. 1(b), we move the contacts from along the sides of the amorphous silicon layer in the 
x-direction to that in the y-direction. The results are that the switch-on time is longer by a 
factor of 2.5 and the steady-state drain current is scaled down by a factor of 0.43, if the 
ohmic contact regions are undoped. However, in the high doping situation, ohmic contact 
locations, horizontal or vertical, has little effect on the switch-on time or the value of 
steady-state drain current 
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Fig.2 Density of states spectrum 
for amorphous silicon. 
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Ffg.5 Free carrier density 
as function of position 
for undoped. 
(a) At time =    lfr1^ 

(b) At time =   10"10j 

Fig.6 Free carrier density 
as function of position 
for heavily doped, 
(a) At time =     IQ-U

S 

(b) At time =    \0~l0s 

(microns) 
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DEFECT DENSITY-OF-STATES IN a-Si:H TFTs 
DETERMINED BY THE FIELD EFFECT METHOD 

Tatiana Globus, Boris Gelmont, Liang Quan Sun, Robert J. Mattauch, University of Virginia, 
Charlottesville, VA 22903. 

Development of efficient and nondestructive methods for hydrogenated amorphous silicon 
(a-Si:H) characterization is crucial for the variety of applications of this material for large area 
microelectronic devices. It is well known that the localized defects and their energy states 
distribution control the most of a-Si:H properties as well as device performance. Field effect 
conductance (FEC) methods are among the most commonly used for the density of states (DOS) 
determination in the bandgap of a-Si:H. Almost all modem modifications of the FEC method are 
based on the analysis of transfer characteristics of a-Si:H thin film transistors (TFTs). Different 
approximations have been introduced. It is usually assumed that a-Si:H film is homogeneous and 
that the fiat band voltage, VfB, can be used to account for charge at the film / insulator interface. 
In most cases, the zero temperature statistics is applied. In spite of all efforts, important 
questions about the presence of structures in the midgap DOS and the ability of the FEC method 
to resolve fine-scale features are still controversial issues. The lack of reliable methods to 
determine the flat band voltage is one of important sources of uncertainties. 

Two different approaches for solving the problem have been developed. The first approach 
have been started from works of Spear, LeComber, and Madan [1,2] and was further improved 
in [3-5]. The integral equation can be written which connects the surface sheet conductance, G, 
or the drain-source current Ids with the effective band bending us in the conducting layer, and 

with the density of states N(E) through the charge density p(us). Using an iterative process 
with some initial DOS as a trial characteristic, the actual density of states N(E) can then be 
obtained that fits the experimental data Ids w Vg. The main disadvantage of this method is that 
only the broad DOS features can be determined and the uniqueness of solution is questionable. 
Besides, it requires time-consuming calculations. The second path is the approximate methods of 
the DOS evaluation [6,7]. In these methods, an incremental form of the same integral equation is 
used. Suzuki et cd. [6] obtained the dependence of the surface potential us as a function of 

applied gate voltage by numerical integration of this incremental form for the voltage steps 8Vg 
starting from the flat-band condition. Finally, the density of gap states can be calculated. This 
method of direct numerical integration of the differential equation has an uncertainty at flat band 
condition. Grunewald et al. [7] demonstrated how to circumvent this difficulty. However, in 
their approach, the simplified equation for the potential distribution has been used which does not 
take into account the potential drop inside a-Si:H layer. At the same time, near midgap density of 
states corresponds to gate voltages interval close to Vg = 0, at which condition the band 
bending in the surface layer is of the same order as the voltage across the insulator. 

In this paper, we present our version of the FEC method for the direct DOS determination 
which represent the further development of the technique proposed in [7]. In our approach to 
solve the problem we restricted ourselves by an electron contribution in the conductivity and 
probed only the DOS in the upper half of the gap. The analytical solution of the problem for the 
low temperature approximation is found in the form of integral equation which relates the surface 
potential to the gate voltage. We apply the method to the analysis of TFT transfer 
characteristics. We demonstrate that by using this method, the flat band voltage can be obtained 
from experimental data. We also demonstrate the ability of this method to resolve fine-scale 
features in the midgap DOS of a-Si:H. At last, we demonstrate the advantages of this method as a 
tool for an undestructive, fast, easy, and reliable probe of the DOS in a-Si:H. This technique is 
used for the analysis of a-Si:H metastabilities and metastable transformations of the DOS. 
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We consider current- voltage characteristics of a-SI:H TFT in the subthreshold and above 
threshold regimes (V^ - VFB > 0). The incremental equation which determines a field-induced 
sheet conductance G as a function of the surface potential us caused by the increment in the gate 
voltageVg is 

f^=exp(f)-l, (l) 
dus G0 kT 

where G0 is the conductance at the flat-band condition, ds is the thickness of an a-Si:H layer, 
and Fs is the electric field in the a-Si:H film at the interface with the gate insulator. Fs is 
directly related toVg by the equation of potential balance: 

Vg-V^^i + Us- <2> 

where d[ is the thickness of an insulator layer, £s  and£j  are permitivities of an a-Si:H and an 
insulator, respectively. At this point, to avoid the uncertainty in equation (2) at the flat band 
condition, we can integrate the equation (1) over potential u, and after substituting Fs from Eq. 
(2), the integral equation can be obtained which connects the surface potential with Vg: 

The first integral in this equation is known from experimental data. Solving this integral equation 
by iterative technique we obtain the surface potential as a function of the gate voltage. 

After the dependence us vs.Vg is found, we use it for the determination of the charge 

density p(u s) induced in the amorphous silicon layer by the gate voltage change. 

t  \     £iGOr        ,qUS\    ,-id(Vg~Us) 
P^t^^W-V—dG-- (4) 

i s 

At last, the density of state N(E) as a function of energy E = Ep0 + qus  can be calculated as 

N(E)=iäm, (5) 
q du 

The detailed structure of a-Si:H TFTs used for FEC measurements was described earlier [8], 
as well as experimental procedure. Amorphous silicon TFTs with the bottom gate electrode, 
silicon nitride insulator (3000Ä), undoped amorphous silicon (500Ä), the top nitride insulator, 
and n+ doped contacts has a nominal channel length of 15 p.m and a width of 1 mm. In our 
calculations, we used parabolic approximation of Ids -Vg characteristics for each three neighbor 
experimental points. This approximation was especially important for analysis of experimental 
data taken with small steps of gate voltages. 

Several parameters are usually used for the FEC analysis. For the estimation of the current 
Io at flat band voltage we used the effective density of states in the conduction band of a-Si:H, 
Nc =1.2 xlO^O cm"3 [9], the Fermi level position in the bulk Ep0 = 0.7 eV from the conduction 
band and the field effect electron mobility \i - 0.6 cm^ V V*. These parameters give us I0 

=8x10" 15 A for our geometry of TFT which is close to measured values of Ids at the offset The 
choice of VFB strongly influences the determined density of states in the gap. We can find VfB 
from the analysis of surface potential u$ as a function of the gate voltage. This dependence is 
shown in Fig. 1 for the flat band voltage 2.7 eV corresponding to the threshold of the field 
induced electron current I0 = 10" ^A. The extrapolation of this function to zero gives USVFB 
=2.7 eV and this result is almost insensitive to the values of I0 andVpß if we try more 
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negative value of VFB . For more positive trial values of the VFB , we obtain only some part of 
practically the same function. 

At large positive gate voltages, the surface potential as a function of gate voltage saturates. 
The saturation occurs at such a potential for which the Fermi level at the interface becomes very 
close to the conduction band due to band bending. Thus, from the data in Fig. 1 we can estimate 
the Fermi level position in the bulk relatively to the conduction band as EFO ~ 0.67 eV for l0 = 
10" l^A, and the position of the Fermi level at the interface relatively to the conduction band as 
EFo -"5 • Although both, the calculated us and saturation value of Ef0, depend on the choice 
of I0 , their difference, Ep0 - Us> is almost invariant of I0 as it is demonstrated in Fig. 1. 

With parameters determined from the dependence us vs.Vg , it is easy to calculate the 

integrated charge p(us.) and the density of states N (E) as a function of the energy from the 
conduction band E=EF0 -US.. The results are shown in Figures 2 and 3. The comparison of data 
permits us to make the following conclusions. The threshold voltage of the TFT (in our case Vth 
= 2.6 V as determined from linear extrapolation of Id vs. Vg in the above threshold regime) 
corresponds to the Fermi energy position approximately 0.13 eV from the conduction band. At 
this point, all three characteristics us vs.Vp, p vs. E, and N(E) vs.E change their character. 
Below the threshold voltage, the band bending us is a fast growing function of the gate voltage, 
but at Vg above the threshold voltage, the band bending changes more slowly as the Fermi level 
becomes more close to the conduction band (Fig. 1). There are two regions of energies in which 
the charge is fast growing function of £ (Fig. 2). One region with almost exponential change of 
the charge corresponds to the Fermi level position in the range 0 - 0.13 eV from Ec. We might 
suggest that this charge change is due to generation of free carriers from the tail states near 
conduction band. The slope of the curve is very close to the Urbach energy obtained from optical 
measurements E0  = 0.04-0.06 eV [10] which is usually characterize the width of the tail states 

band in the device quality a-Si:H. The second region of fast growing p is separated from the 
first by the energy around 0.3 eV in which there is no change in the integrated charge density. 
This might indicate on the existence of two wide bands of localized states in the upper part of the 
gap which are separated by the region with lower density of states. One of these bands is the 
band of tail states and the second is the band of the deep, almost midgap localized states in the 
range of 0.4- 0.6 eV from Ec. The dependence of the DOS on the energy is close to the 
exponent in the range 0- 0.15 eV (Fig. 3), while deeper in the gap, the DOS can be described as 
a series of localized defect bands with amplitude values in the range lO1? cm_3 eV-1 - 2x10^ 
cm"3 eV""*. 

The results described till now correspond to TFT in unstressed conditions. Fig.4 
demonstrates how the density of states varies under bias stress. For stressing, we applied large 
(30V) positive or negative bias to the gate electrode at the room temperature during 3 hours and 
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measured current - voltage characteristics before and after stress. These data show that the 
positive stress practically does not change the DOS in the upper half of the gap, whereas the 
negative stress enlarges significantly the density of midgap defects. 

More precise analysis indicates that the integrated charge at plateaus in Fig.2 is not a 
constant, but has an anomaly dependence on us with negative slope in the range of the Fermi 
energy between 0.25 eV and 0.37 eVfrom the conduction band. TTie effect becomes more 
pronounced after positive stress. This anomaly is not predicted by our theoretical analysis in 
which the slope must be positive when the Fermi level moves from the midgap in the direction to 
the conduction band independent of two possible type of midgap states: acceptor-like or donor- 
like. One of possible explanations is connected with the 25% of carriers mobility change due to 
the change of the charge state of midgap defects. This suggestion is supported by the reduction 
of the field effect mobility determined from the slope of Ids -Vg characteristics in the above 
threshold region. Against the background of the anomaly section of the curve we can see the 
peak centered at the energy 0.3 eV from Ec which reproduces quite well at all condition and may 
be the indicator of the involved defect. The segment of the curve p(u) with negative slope results 
in showing fictitious negative density of states in the corresponding region of energy. This 
anomaly has to be investigated further. 

In conclusion, we note that the developed FEC method resolve fine structure in the DOS 
which have been previously demonstrated by differential technique [8]. 
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Advanced Polysilicon Bipolar Transistors: Noise and Gain Performance 
Evaluation for Microwave Low-Noise Applications 

A. Caddemi, P. Livreri and M. Sannino 

Dipartimento di Ingegneria Elettrica - Universitä di Palermo - Italy 

Abstract 

Polycristalline silicon BJT's have exhibited highly competitive features for the realization 
of advanced low-noise receivers at low microwave frequencies. 
In this work, the results of an investigation on the noise and gain performance of different 
series of double polysilicon self-aligned (PSA) bipolar transistors from the point of view 
of their effectiveness in low-noise amplifiers as compared to GaAs HEMTs are 
presented. 

Introduction 

Polysilicon self-aligned (PSA) transistor technology has definitively emerged as the 
cutting-edge bipolar technology for very high frequency, low-power consumption and 
low-noise performance applications [1]. The main benefits stemming from the adoption 
of a double-polysilicon process in comparison with conventional bipolar schemes are, 
basically: (a) a remarkable increase of the emitter efficiency with less temperature 
dependence; (b) reduced parasitic resistances and capacitances. 
To the aim of exploring the features and performance of a commercially competitive PSA 
bipolar process, the manufacturer    (CoRiMMe, an SGS-Thomson Research Center, 
Catania, Italy)   has supplied us with several devices characterized by different emitter 
configurations. 
The transistor families named Q2, Q3 and Q4 were grouped according to their features: 
- Q2 4 emitters, 5 base contacts, 8 um emitter length 
- Q3 8 emitters, 9 base contacts, 8 urn emitter length 
-Q4I6 emitters, 17 base contacts, 8 urn emitter length. 
By means of noise figure measurements only, we performed the characterization of the 
above transistor series, in terms of noise, gain and scattering parameters over the 2-K> 
GHz frequency range at the bias conditions suggested by.the manufacturer which 
consisted of the fixed low voltage of 2.8 V and two Ic current values proportional to the 
emitter finger number ne. 
Such measured data was employed to extract an accurate model including noise sources 
for each measured family. Starting from these noisy models, the noise and gain 
performance of the transistor families Q2, Q3 and Q4 have been evaluated by means of a 
graphical tool developed in our Lab. Remarkable differences have been noted between 
the perfomance of the PSA bipolar transistors and the common trends previously 
observed for low-noise FETs (such as MESFETs and HEMTs). To evaluate these 
differences and its relevant implications,  a merit figure involving the combined 
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performance (minimum noise figure- maximum associated operating power gain at a 
given frequency) has been employed. 

Devices characterization and modeling 

By means of an automatic system whose measuring procedure has been developed in our 
Lab, we performed measurements of the noise figure at the system output for either some 
properly selected values of Ts and, at each Ts value, for different values of the receiver 
noise figure realized by a high repeatability step attenuator. From these noise data we 
derived both the noise and the gain parameter sets of the device by an accurate 
deembedding of the various stage contributions and by applying appropriate data 
processing techniques [2]. 
For all device series, we first performed a d.c. characterization and screening microwave 
measurements of the scattering parameters, the available gain Ga and the noise figure F50 

in input matched conditions (i.e. @ Ts =0) as a function of bias voltage and current in the 
1-4 GHz frequency range [3]. 
As a second step, the transistors were completely characterized in the 1-6 GHz range at 
the following bias conditions: 
- Qz @ VCE = 2.8 V, Ic = 2 and 8 mA; 
- Cb @ VCE = 2.8 V, Ic = 4 and 16 mA; 
- Q4 @ VCE = 2.8 V, Ic = 16 and 64 mA; 
Since all the measured data for each group exhibited reduced spread, a Qj typical device 
(bold line in the reported diagrams) has been determined by simple statistic functions for 
representing each transistor series. 
By deembedding the effects of the package (70-mil type) from the measured parameter 
values, we obtained scattering and noise parameter sets which refer directly to the 
chip device performance. The optimization procedure was then applied to the chip model 
network to determine the circuit element values by minimizing the scattering parameter 
error functions. 
The values of the equivalent noise sources were first derived on the basis of the noise 
theory for bipolar transistors, then optimized by fitting the noise parameters. The adopted. 
noise model is represented by a couple of correlated noise current sources at the input 
and the output port of the transistor plus the thermal contribution arising from each of 
the physical resistors. The complete model structure is shown in Fig. 1; the element 
values, including noise generators, are reported in Tab. 1. 

Performance evaluation 

Starting from the noisy models, fitted to the measured data, the noise and gain 
performance of the transistor families Q2, Q3 and Q4 have been evaluated by means of a 
graphical tool developed in our lab and defined as trade-off chart. As an example, the 
trade-off chart of the Q3 typical device is reported in Fig. 2. 
Remarkable differences have been noted between the perfomance of the PSA bipolar 
transistors and the common trends previously observed for low-noise FETs (such as 
MESFETs and HEMTs) [4]. To evaluate these differences and its relevant implications, a 
merit figure involving the combined performance (minimum noise figure Fmin - maximum 
associated operating power gain Gp at a given frequency) has been employed, which is 
defined as follows: 
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On the Performance of the Noise Parameters of Advanced 
Polysilicon Bipolar Transistors vs Frequency and Bias 

A. Caddemi, M. Sannino 

Dipartimento di Ingegneria Elettrica - Universitä di Palermo - Italy 

ABSTRACT 

It is well known that properly down-scaled silicon bipolar transistors for high 
performance digital and microwave circuit applications have gained great benefits from 
the adoption of ion-implanted polysilicon emitter contacts. 
In this work, we present the results of an extensive characterization activity carried out on 
several advanced double polysilicon bipolar transistors. The devices were grouped 
according to their emitter finger number ne and were characterized over the 2-6 GHz 
frequency range in terms of noise, gain and scattering parameters at different bias 
conditions. 
A comparative analysis has been performed to understand how the transistor noise and 
gain behavior is affected by operating conditions and ne- This analysis has evidenced a 
superior performance of the noise figure of this advanced bipolar process which allows 
for realizing highly competitive silicon devices for use in telecommunication equipment at 
microwave frequencies. 

INTRODUCTION 

In portable communication systems operating over the low microwave range, devices and 
circuits must be designed to meet their best performance at very low current and voltage 
levels. The industry's trend is for developing advanced silicon bipolar processes to 
realize lower cost components, size and performance competitive with solution using 
GaAs. Among the most advanced bipolar processes for the realization of high speed 
silicon transistors, double-polysilicon self-aligned (PSA) schemes have definitively 
emerged as the most effective technique. 
The adoption of a ion-implanted polycristalline silicon layer upon the monocristalline 
emitter allows for the realization of a very shallow junction with peculiar transport 
characteristics which result in a remarkable increase of the common emitter current gain 
ß and a smaller dependence of ß itself on temperature than conventional BJT's. In 
addition, the self-alignment of the extrinsic base and the emitter (double-poly process) 
drastically reduces parasitic resistances and the capacitances thus allowing for an 
appreciable improvement in the gain-bandwidth product, maximum oscillation frequency, 
minimum noise figure, power dissipation and component integration level in VLSI 
application [1]. 
To the aim of exploring the features and performance of a commercially competitive PSA 
bipolar process, the manufacturer (CoRiMMe, an SGS-Thomson Research Center, 
Catania, Italy) has supplied us with several devices characterized by different emitter 
configurations. We had previously performed a complete analysis on a preliminary PSA 
device series from the same manufacturer aimed at the extraction of an accurate circuit 
model including noise sources [2]. 
We have characterized a total of 29 PSA transistors supporting 5 different chip topologies 
to gain a better insight on those effects related to emitter geometry which affect device 
operation. The features of the measured families (named Qi) are the following: 

This work was supported by Italian Space Agency (ASI), National Research Council (CNR) 
and Ministry of University, Science and Technology Research (MURST). 
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- Q2    4 emitters, 5 base contacts, 8 jtm emitter length, with 4.6 pirn pitch 
- Q3    8 emitters, 9 base contacts, 8 jim. emitter length, with 4.6 fim pitch 
- Q4     16 emitters, 17 base contacts, 8 jim. emitter length 
- Q<;    same as Q2, with 3.8 pirn pitch 
- Q7    same as Q3, with 3.8 jim. pitch 
The emitter finger pitch may be a critical parameter in improving the RF performance 
of BJT's since the transition frequency fj can be increased by reducing its size. 
We performed the characterization and the model extraction of the transistor series in 
terms of noise, gain and scattering parameters over the 2+6 GHz frequency range at the 
bias conditions suggested by the manufacturer which consisted of the fixed low voltage 
of 2.8 V and two Ic current values proportional to the emitter finger number ne- 
As a general result, F0 takes on very low values as compared to conventional bipolar 
transistors: less  than 1 dB at 2 GHz for Q3 and around 2 dB up to 5 GHz for all 
families. The noise performance at the lowest frequencies improves proportionally to ne 
(which is expected since the base resistance decreases with increasing finger number) and 
deteriorates with increasing bias current. 
The maximum available gain is less affected by either ne and the bias current level with 
tyoical values in the range of 11 to 14 dB @ 2 GHz. 
This bipolar process has exhibited an average fj of 10 GHz and no appreciable 
differences have been noted in the device performance between the series having different 
emitter pitch. 

NOISE PARAMETER MEASUREMENT PROCEDURE 

The PSA devices were packaged in a standard 70-mil microstrip structure which fits 
measuring text fixture (Maury Microwave, mod. MT950) equipped with proper insert 
calibration elements (planar package-size devices supporting the short and thru layouts). 
In our measurements, we refer to the representation in terms of the noise parameters 
which appear in the following relationship 

F(rs ) = F0 + 4 rn 

1 rs - r01 2 

i + r0 1 2(i- irs|2) 

where F and Ts are the noise figure and the input termination reflection coefficient of the 
device under test, respectively, and the four noise parameters are F0 (minimum noise 

figure), T0 (value of the complex variable Ts at which the minimum is located) and rn 

(equivalent noise resistance normalized with respect to 50 Q). A similar relationship 
holds for the reciprocal of the gain parameters which defines the conditions for the 
maximum value of the available gain (Gaopt) vs- Ts. 
By means of an automatic system whose measuring procedure has been developed in our 
Lab, we perform measurements of the noise figure at the system output for either some 
properly selected values of Ts and, at each Ts value, for different values of the receiver 
noise figure realized by a high repeatability step attenuator. From these noise data we 
derive both the noise and the gain parameter sets of the DUT by an accurate deembedding 
of the various stage contributions and by applying appropriate data processing 
techniques. The scattering parameters are then calculated by use of well-known 
relationships employing the gain parameters and, therefore, are not measured directly by 
a network analyzer (see [3] and references therein). 
For all device series, we first performed a d.c. characterization and screening microwave 
measurements of the scattering parameters, the available gain Ga and the noise figure F50 

in input matched conditions (i.e. @ Ts =0) as a function of bias voltage and current in the 
1-4 GHz frequency range [4]. 
As a second step, the transistors were completely characterized in the 1-6 GHz range at 
the following bias conditions: 
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-Q2    @VcE = 2-8V, Ic=2and8mA; 
- Cb    @ VCE " 2.8 V, Ic = 4 and 16 mA; 
- Q4    @ VCE = 2.8 V, Ic = 16 and 64 mA; 
-Q6    same as Q2; 
- Q7    same as Q3. 
Since all the measured data for each group exhibited reduced spread, a Q\ typical device 
(bold line in the reported diagrams) has been determined by simple statistic functions for 
representing each transistor series. As an example, we report in Fig. 1 the minimum 
noise figure of all series at the above given bias conditions. 
By deembedding the effects of the package from the measured parameter values, we 
obtained scattering and noise parameter sets which refer directly to the chip device 
performance. Such parameters have then been employed to extract a bias-dependent 
circuit model including noise sources for each measured family [5]. 

EXPERIMENTAL RESULTS AND RELEVANT COMMENTS 

Some interesting remarks can be made with reference to the measured noise parameters: 
- F0 increases and !r0l decreases with increasing bias current (except for an increase of 

ir0l resulting from the characterization of the Q4 series at the high current level of 4 mA 

per emitter finger), whereas Rn (Q) =50 rn and /T0 are affected by Ic to a very reduced 
extent; 

- F0, Rn and ir0l decrease markedly with increasing ne ; as a consequence, the Q2 
series exhibit values of the noise figure F50 much higher than F0. Also, the quantity AF= 
F50 - F0 reduces at higher current values; 
- the slope of F0 vs. frequency increases proportionally to ne ; therefore, F0 approaches 
values around 2 dB for all Qi families @ 5 GHz (lower bias current); 
- the slope of Rn vs. frequency vanishes with increasing ne , thus becoming flat for 
higher ne. 
The performance of Rn   for the Q2, Q3 and Q4 series at the lower bias current is 
reported in Fig. 2. The available gain Ga is less affected by either ne and the bias current 
level than the corresponding noise figure F50 as shown in Fig.3 as measured at different 
bias voltages and currents at the frequency of 2 GHz. 
By summarizing the best results, we observed typical values of F0 even lower than 1 
dB and available gain values as high as 14 dB @ 2 GHz. 
No appreciable variations could be attributable to the different emitter finger pitch 
between Q2 and Q$, as well as between Q3 and Q7. 

CONCLUSIONS 

We have here presented the results of an extensive characterization activity performed on 
several PSA bipolar transistors. 
The devices were characterized by a different emitter finger number ne and were tested 
over the 2-6 GHz frequency range in terms of noise, gain and scattering parameters at 
different Ic values proportionally to ne for each device series. A bias-dependent model 
extraction including the noise performance has been subsequently accomplished and the 
effects of the parasitics due to the package have been deembedded from the measured 
parameters to extract the chip performance. A comparative analysis among the measured 
families has then been carried out and evidenced outstanding performances in terms of 
minimum noise figure and available gain for this advanced bipolar process suitable for 
low power applications up to 4-6 GHz. 
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Fig. 1 - Minimum noise figure of the Q2, Q3 and Q4 series at both bias conditions. 
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ABSTRACT 
A neural network model representing the qualitative behaviors of a semiconductor device 

manufacturing process is presented. This qualitative model extracts qualitative relationships from a set of 
experiments. One feature of this method is that, in contrast to other neural network techniques, the 
structure of the neural network directly reflects the qualitative dependency between input and output 
parameters. The modeling of a plasma etching process is used to explain this technique and the search for 
a better recipe is demonstrated. 

I.   Introduction 
Computer-integrated manufacturing has become a necessity in the increasingly competitive 

semiconductor manufacturing industry. Recently, it has been demonstrated that neural networks have a 
number of advantages over the conventional modeling techniques [1]. The successful applications of 
neural networks in the modeling and design of semiconductor device manufacturing have also been 
reported. For example, a large number of references can be found in [2]. 

Neural networks provide a black-box approach to model the complex, nonlinear relationships 
between sets of input and output parameters. Most significantly, a neural network trained with a limited 
subset of data has the potential to generalize the overall trends in parameter relationships. A survey of 
published results indicates that a multi-layer feed-forward neural network trained by the error back 
propagation learning algorithm is most popular. A good discussion of neural network computing can be 
found in [3]. 

While the power of a multi-layer feed-forward neural network in modeling a manufacturing process 
has been demonstrated, a number of problems remain to be solved. The number of hidden neurons or 
hidden layers cannot be determined analytically and is commonly obtained by trial and error. The multi- 
layer feed-forward neural network is unidirectional. In other words, a trained neural network provides a 
mapping mechanism from input to output parameters and cannot be used in a reverse direction. 
Furthermore, a neural network does not provide any information on the cause and effect of a behavior 
being investigated. 

An alternative approach for modeling a system with a neural network was described in [4]. This 
approach used a Hopfield type neural network to model the qualitative behavior of an algebraic relation. 
A six-neuron network was developed to represent the relationship of three variables. A Hopfield network 
model for the entire system is represented by iteratively and hierarchically merging these network building 
blocks together. In addition to the systematic method of constructing a model, the interchangeablity of 
input and output variables in a Hopfield network allows the designation of certain system parameters as 
inputs to pursue the other parameters as outputs. The drawback of this approach lies in the fact that since 
each building block can only represent three parameters, a complex relationship involving more than 
three parameters has to be modeled by creating intermediate variables. A large number of intermediate 
variables which have no direct correspondence with the system parameters obscure the readability of the 
model. Also, as in other types of neural network, the knowledge about the system is encoded by the 
weights and thresholds together and cannot be readily obtained by studying the structure of the model. 

This research is supported by ARPA under Grant ONR/N00014-94-1-0687. 
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II. A New Qualitative Approach 
Humans are able to understand the behavior of a system and perform a variety of reasoning tasks 

using a minimal amount of quantitative information. A qualitative approach applies the same principle to 
solve a problem and take advantage of a computer to overcome the limitation of that a human can only 
handle a few variables at the same time. A qualitative approach is in contrast with the computationally 
intensive numerical methods traditionally used. While quantitative methods can provide very accurate 
solutions, they are difficult to use and modify, expensive in their use of resources, and are not able to 
explain their solutions. 

A designer typically obtains the qualitative relationship between system parameters by performing a 
number of quantitative measurements or experiments. This qualitative information is typically used to 
answer the following question: 

- Which parameters should be modified to change the system behavior toward a desired goal? 
Due to the fact that it is physically impractical to perform experiments with all possible parameter 
combinations, the qualitative insight is generally only valid in certain ranges of the parameters. 

The approach described here applies the same principle to develop a neural network model for the 
qualitative analysis of a given system. This method will be explained using a plasma etching process as 
an example. The fact that plasma modeling from a fundamental physical standpoint has had limited 
success renders it to be an excellent test case for a qualitative approach. 

The plasma etching process is taken from [1] which describes the use of a feed-forward neural 
network to model the etching process of polysilicon. As mentioned, the unidirectional property of a feed- 
forward neural network restricted its use to predict the outcome of a certain recipe. While the test results 
of this neural network model are superior to traditional statistical techniques, the neural network structure 
does not provide any insight to the process and cannot be used to answer the above question directly. Also, 
although this model provides a black box model to try out different recipes, it does not provide a guidance 
to how such recipes should be generated. 

According to [1], six parameters and their ranges have been identified for the definition of a CCI4 
plasma etching recipe. They are the RF power (Rf), the chamber pressure (P), the electrode spacing (G), 
CCU flow (CCLt), helium flow (He), and oxygen flow (02). Similarly, four parameters were identified to 
define the quality of a recipe. They are the mean vertical poly etch rate (Rp), the nonuniformity (U), the 
selectivity of etching poly with respect to oxide (Sox), and the selectivity of etching poly with respect to 
photoresist (Sph). An artificial recipe is created by selecting the following values for the six parameters: 
Rf = 350 watts, P = 250 mtorr, G = 1.5 cm, CCI4 = 125 seem, He = 70 seem, 02 = 15 seem. In order to 
reduce the complexity of the example so that it can be more readily understood, only two of the quality 
parameters, the mean vertical poly etch rate (Rp) and the nonuniformity (U), are used. 

The first step in the modeling approach is to perform a quantitative evaluation in the neighborhood of 
the current recipe. This is done by varying one recipe parameter at a time while keeping the others 
unchanged. The objective is to obtain the qualitative dependency of each quality parameter on every recipe 
parameters. The results of this quantitative simulation are shown in Figures 1-6. 

Due to the nonmonotonic relationships between the recipe and quality parameters (Figs. 4 and 5), the 
landmark concept used in qualitative simulation is applied. For example, according to the result shown in 
Fig. 4, under the current recipe, a landmark value exists at CCL; = 131. This implies that if the CC14 flow 
rate is below this landmark, the etch rate increases as the CC14 flow rate increases. After the landmark, 
the etch rate decreases as the CCI4 flow rate increases. Two other landmarks are also identified according 
to the results shown in Fig. 5. For further information on the use of landmarks in qualitative simulation, 
see [5]. 

Based on the above qualitative analysis, the following qualitative relationships between the quality 
and recipe parameters are derived, in which the notation X: Y + (-) indicates the positive/increasing 
(negative/decreasing) effect of Y on X, with the landmarks provided in parentheses: 

Rp: Rf+, P +, G -, CCL, + (CO, < 131) - (CO, > 131), He + (He < 85) - (He > 85), 02 +. 
U: Rf-, P -, G -, CCL, -, He - (He < 67) + (He > 67). 
A neural network is created to represent the above qualitative relationships. Two groups of neurons 

are created for the recipe and quality parameters, respectively. A link is provided between a recipe 
parameter neuron and a quality parameter neuron. The weight of such a link is assigned according to the 
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qualitative relationship between its end nodes. A weight of +1 is assigned if the recipe parameter has a 
positive effect on a quality parameter. A weight of -1 is assigned if the recipe parameter has a negative 
effect on a quality parameter. A weight of 0 is used when there is no qualitative relationship between a 
pair of parameters. A neural network created accordingly is shown in Fig. 7. 
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The value of each neuron in the recipe parameter side is updated according to the following rules: 
fl   ifX>0, 

;=i 

0   ifZ,=0, 

-1   ifX,<0, 
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where V{ is the value of a neuron, W^ is the weight of the link connecting neurons / and j, n is the number 
of neurons on the quality parameter side of the network, and X, is the overall input of neuron /'. 

Fig. 7 A neural network representing the qualitative relationships between 
the recipe and quality parameters. 

This neural network can be used to direct the search of a better recipe in the neighborhood of the 
current one. A common goal of optimizing the plasma etching process is to increase the etch rate and 
reduce the nonuniformity. This goal can be represented by assigning the quality neurons with the 
following values: VRp = 1 and Vv = -1 (1, 0, and -1 indicate increase, unchange, and decrease, 
respectively). Propagating the values of the quality parameter neurons to the recipe neuron side produces 
the following results: V^= 1, VP =l,VG = 0, Vccu = 1, VHe = 0, and V02 = 1. 

A quantitative recipe generated by modifying the parameters using the above qualitative guidance 
verifies that the quality parameters are improved according to the requirements. The etch rate and 
nonuniformity are increased and decreased, respectively. 

III. Discussion 
The above method provides a simple way of generating a neural network to capture the qualitative 

relationships between the independent and dependent parameters. The structure of the neural network 
directly reflects the qualitative relationships and can be used to provide the user with insight. While our 
preliminary experiments show promising results, there are a number of problems remaining to be solved. 
In general, due to the loss of information in the conversion from quantitative data into qualitative 
relationships, an exact recipe which produces the best result cannot be guaranteed. However, the size of 
the solution space is significantly reduced with the guidance provided. The quantitative experiments 
should be extended beyond the neighborhood of the current recipe. We are currently investigating the use 
of a variety of techniques such as the fractional factorial design technique to improve the accuracy of the 
information extracted. Another limitation lies in the inherent ambiguity of qualitative analysis. One 
obvious ambiguity occurs when two conflicting (increasing and decreasing) factors are controlling a 
parameter. While the modifications of the factors can be quantitatively controlled to achieve the desired 
effect, a generic qualitative technique can at best provide three possible cases (increased, unchanged, or 
decreased). A number of possible solutions to this problem are being studied. 
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Direct Wafer Bonding Technology for Multi-Material 
Integration 
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Multi-material integration will be very important technology for Optoelectronic 
Integrated Circuits (OEICs), especially on Si. In this paper, we review recent 
progress of direct wafer bonding technology for InP-to-GaAs, InP-to-Si, and 
InP-to-Si02 using atomic rearrangement by thermal treatment. In the InP-to-Si 
direct bonding, we demonstrated a low temperature process which is c-MOS 
compatible. A RT-CW operation of InGaAsP-InP laser diode directly bonded on 
the Si substrate was achieved at first time. Finally, we point out that the direct 
wafer bonding is attractive for future integrated optoelectronic devices. 
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Kanji Yoh, Toshiya Saitoh and Arata Tanimura 
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Self-organized MBE growth of InAs dots on GaAs by Stranski-Krastanow growth mode 17) is 
drawing much attention for possible nanostructure device applications. However, lack of spacial 
control of InAs dots of this method tend to place the constraints on the possible applications of 
quantum dots in electronic and optical devices8). In this paper, we will show regularly arrayed InAs 
quantum dots grown on tetrahedral etch-pits and trapezoidal V-grooves patterned on (lll)B GaAs 
substrates by strain effect. 

GaAs (111)B substrates were patterned by using conventional optical lithography process and 
wet-chemical etching. Array of 2 urn square patterns and 2 urn wide line-and-space pattern with 4 um 
period were used. Two kinds of V-groove patterns were fabricated: one aligned to [Oil] and the other 
to [211] direction. The wet chemical etching were carried out by using solution of NH4OH: H202 : 
H20 ( = 1 : 1 : 20 ) at lO'C. The etching rate was about 150Ä per second on (lll)B surface. The 

o 

thermal cleaning was performed on the etched surface at öOO'C and then 50A of GaAs layer was 
grown on the patterned substrate prior to the InAs dot growth at 590 T! with the growth rate of 6000Ä 
per hour and with the arsenic beam equivalent pressure of 4xl0"s Torr. MBE growth of InAs dots 
were performed at substrate temperature ranging from 510^ and 540'C. During the growth of InAs 
dots, the arsenic beam equivalent pressure of 7.5xl0"6 Torr and the InAs growth rate of 0.05 mono- 
layer (ML) per second were used. In order to enhance the migration of indium atoms on the surface, 
growth was interrupted for 4 to 10 seconds after every 2 seconds of InAs growth in each period by 
shutter control and the total of 20 to 25 periods were deposited for the InAs dot growth of 2.0 ML or 
2.5 ML equivalent. 

Figure 1 shows a cross sectional SEM image of the etch-pit on GaAs (111)B surface. The base 
width seems to be much lower than 200Ä by the SEM image. InAs dots were found to grow 
selectively on the bottom of the etch pit by choosing the right growth conditions by the surface 
migration of indium atoms on surface. Figures 2(a), (b) and (c) show SEM images of inverted 
tetrahedral shaped surfaces after the InAs growth at substrate temperature of 510^, SSOt, and 
540t! respectively. The total amount of InAs deposition was 2.5 ML. After every 2 seconds of the 
InAs growth, 10 seconds of growth interruption was inserted to enhance the indium migration on the 
surface. Many InAs dots formed on the etched wall at substrate temperature of 510^ indicate 
insufficient surface migration of indium atoms on the surfaceas as shown in Fig.2(a). InAs dots were 
selectively grown on the bottom of the tetrahedral etch-pit when the growth temperature of SSO'C was 
chosen as shown in Fig.2(b). No InAs dot was observed on the surface of the sample grown at 
540^ as shown in Fig.2(c) indicating re-evaporation of indium atoms from the substrate at this 
growth temperature. Figure 3 shows SEM image of inverted tetrahedral shaped surface after the InAs 
growth at temperature of 530^ using the multiple sequence of 2 seconds of the InAs growth 
followed by 4 seconds of growth interruption by shutter control. The best yield for dot formation 
grown at 530^ was about 70%. Figures 4(a) and (b) shows the blowup SEM image of the InAs dot 
at the bottom of the etch-pit. The shape of the InAs dot seems to have facets and its shape being close 
to truncated hexahedron, which is more like a bulky ball as compared with very short dots (disks) 
grown on a flat surface1"7'. 
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Figure 1 A cross sectional SEM image of inverted    Figure 3 An SEM image of InAs dots grown 
tetrahedron formed on GaAs (111 )B surface. on the bottom of a group of 6 invertaed 

tetrahedrons. 

Fig.2 SEM image of inverted tetrahedral shaped 
surfaces after the InAs growth at temperature of 
(a)510(C (b)530cC and (0)540^ respectively. 
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Fig. 4 A blowup SEM image of the InAs 
dot at the bottom of the etch-pit. (a) side view 
(b) top view (c) schematic diagram. 

732 



InAs growth on trapezoidal grooves was also investigated. Figures 5 (a) and (b) show SEM 
images of InAs dots grown on trapezoidal grooves. The grooves in Fig.5 (a) and (b) are aligned 
along the direction of [2If] and [011], respectively. Total amount of InAs growth of 2.5ML and 
2.0ML, and the growth interruption of 10 seconds and 4 seconds were used for Fig.5 (a) and (b), 
respectively. The wafer was rotated during the growth. On the grooves which align to [211] 
direction, InAs dots were found on the middle of one of the slopes as shown in Fig.5 (a). No indium 
dots was found on the other side of the slope. Furthermore, the InAs dot were distributed periodically 
along the line direction. On the other hand, on the grooves aligned to [Oil] direction, the InAs dots 
were formed only on top of the ridge and on bottom of the valley. The InAs dots on the top and 
bottom of the grooves distributed also periodically along the line direction. 

The shape of the InAs dots on the grooved substrates looks hexagonal in its top view, and column 
shaped in its side view as shown in Fig.6. The bulky shape of the dots on the patterned substrates 
makes clear contrast with InAs(or InGaAs) dots (or rather disks) on flat substrates. The rather regular 
dot distribution along the ridge, valley and on the slope are shown in histograms of Figure 7. Figure 
7(a) shows the dot distribution along the slope concentrating near mid-point of the slope in 
trapezoidal grooves aligned to [211] direction with total width of approximately 3.5u.m. The average 
position was 1.53pm measured from the top(ridge) toward the valley and its standard deviation was 
0.46(im. Figures 7(b),7(c),7(d) show the histogram of the distance between the nearest neighbor 
InAs dots on the slope, on the ridge, and on the bottom of the valley, respectively, along the line 
direction. The solid lines in each diagram show Poisson distributions with the same average distance 
as the real dot distribution along the line direction. It is clearly seen that the experimentally observed 
dot distributions have much narrower standard deviation compared with calculated random 
distributions. The physical origin of these 'regular' distributions of the dots on the patterned 
substrates is presumably caused by the "periodic" lattice strain expected on the patterned surface in 
the initial stage of the highly strained layer growth 911>. 

In summary, self-assembled MBE growth of InAs dots on two dimensionally arrayed tetrahedral 
etch-pits and on trapezoidal groovs fabricated on (lll)B GaAs substrates by Stranski-Krastanow 
growth mode was demonstrated. InAs dots were found to be selectively grown on the bottom of the 
tetrahedral etch-pit. InAs dots on trapezoidally grooved (lll)B GaAs substrates were shown to be 
selectively formed on the middle of the slope of grooves along the direction of [21 f] and on the top 
and the bottom surface of grooves along the direction of [Oil]. The periodic strain distribution at the 
initial stage of the highly strained growth of the wetting layer was suggested to account for the 
periodic nature of the InAs dot distribution. 

This work was supported by a Grant-in-Aid for Scientific Research from the Ministry of 
Education, Science and Culture. 
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Fig.5 SEM image of InAs dots grown on the 
groove pattern along the direction of (a) [211] 
and (b) [Oil]. 

Fig.6 The shape of the InAs dots on the 
grooved substrates looks hexagonal in its top 
view (a) and column shaped in its side view(b). 
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Fig.7 (a) The dot distribution along the slope 
from ridge to the valley. 7(b),7(c),7(d) show the 
histogram of the distance between the nearest 
neighbor dots on the slope along the line, on the 
ridge, and on the bottom of the valley, 
respectively. Trapezoidal grooves of (a) and (b) 
are aligned to [2ll] direction, and (c) and (d) to 
[Oil] direction. 
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ABSTRACT 
New developments in dry and wet etching, ohmic contacts and epitaxial growth of III- 

V nitrides are reported. These make possible devices such as microdisk laser structures and 
GaAs/AlGaAs heterojunction bipolar transistors with improved InN ohmic contacts. 

INTRODUCTION 

The GaN-AlN-InN materials system offers opportunities to produce electronic and 
photonic devices with characteristics unobtainable with conventional III-V compound 
semiconductors. The InGaAIN system allows continuous grading of the bandgap from 1.9 eV 
to 6.2 eV (InN to A1N) so that green, blue and UV light -emitting diodes and lasers are 
possible, as well as electronic devices capable of high temperature operation . To date, both 
blue and green light-emitting diodes are commercially available, UV detectors have been 
reported and a variety of high electron mobility and field effect transistors have been 
fabricated. The performance of these devices is currently limited by the relatively low p-type 
doping levels achievable in GaN, InGaN and AlGaN and the high contact resistances 
associated with wide bandgap contact layers. There are also limitations related to the 
excellent chemical stability of the nitrides which make them difficult to etch ,and the lack of 
an ion implantation technology ,which would lead to high throughput .inexpensive FET 
fabrication schemes. 

PROCESSING 

1. ION IMPLANTATION DOPING 

Above 1050°C, implanted Si+ becomes electrically active with an efficiency of -90% 
for a dose of 5x10 cm" . Mg+ implantation alone did not produce p-type doping, but when 
co-implanted with P+ we obtained a sharp n-to-p conversion of the GaN at 1050°C with an 
activation efficiency of -60% at a dose of 5xl014 cm"2. Annealing by itself above 1000°C 
produced a slight increase in n-rype conductivity in GaN .which may result from creation ,or 
depassivation of the defects responsible for the as-grown doping (i.e. N-vacancy -related 
defects or chemical impurities such as O or Si. 
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2. ION IMPLANTATION ISOLATION 

Both n-type and p-type GaN can be efficiently isolated by the type of multiple energy 
implant schemes used for more conventional III-V materials . We have achieved maximum 
sheet resistances >5xl09 ohms/square in both conductivity types, after a multiple energy N* 
implant (50-250 keV) at doses of 2-6xl013 cm"2 and subsequent annealing at ~750°C. 
Arrhenius plots of conductivity in isolated GaN can be used to determine the energy level of 
the main defect introduced by this implant /anneal sequence. The activation energy for the p- 
type material is 0.90 eV and that for the n-type GaN is 0.83 eV. These energy values 
represent the approximate position of the Fermi level and show why very high resistances can 
be obtained in implant-isolated GaN. However ,an optimum situation is to produce midgap 
levels in isolated material, i.e. at -1.6 eV in GaN. The microstructural nature of the defects 
responsible for the carrier compensation is not known at this point but is likely to consist of 
native defect complexes. In both n- and p-type GaN .these complexes anneal out above 
~750°C. Similar experiments have been performed with n-type layers of InAIN and 
InGaN. Sheet resistances of >108 ohm/square were obtained for N* implanted InAIN, 
whereas in InGaN, sheet resistances typically 50-100 times higher than the as-grown values 
were obtained with N*. 0+ or F* implantation. We studied the evolution of normalized sheet 
resistance in 0+ implanted Ino.75Alo.25N with subsequent annealing. The sheet resistance 
increases up to ~600°C and then is reduced to the original unimplanted values at ~800°C. 
This behavior is typical of that seen in other m-V semiconductors, and is caused by the 
introduction of deep acceptor states related to the implant damage that compensate the 
shallow native donors. 

3. DRY ETCHING 

Due to the inert chemical nature of the nitrides, patterning by wet chemical etching has 
proven difficult. Relatively low etch rates have been reported for GaN(<500Ä/min) under 
reactive ion etching conditions,however significantly higher etch rates (1000-4000 Ä/min) 
have been obtained in high density plasmas under moderate dc-bias conditions. For example, 
Electron Cyclotron Resonance (ECR) sources provide a high ion density with controllable de- 
biasing to minimize plasma-induced damage. Other high density configurations include 
Inductively Coupled Plasmas(ICP), Helicon, Helical Resonator and magnetron-enhancement. 
The plasma chemistries attempted for the nitrides include Cl2/H2, BC13, CCL2F2, CH4/H2, 
SiCl4, HBr, HI and Cl2/CH4/H2/Ar. The group III elements can be removed as volatile 
chlorides .bromides or iodides or as metalorganics while the nitrogen can be removed as NH3, 
NF3 or NCI3. The bond strengths of the nitrides are quite high relative to other m-V 
compounds, and therefore a significant physical component is required in addition to the 
chemistry discussed above. 

In the etch chemistries employed to date selectivities for removing one nitride relative 
to another have not been particularly high(typically less than a factor of 3), so more work is 
needed on developing higher selectivity. Secondly, there has been little effort on measuring 
plasma-induced damage in the nitrides . From ion implantation studies it is clear that these 
materials are very resistant to damage, but some quantification of this phenomenon during 
ECR or RIE is needed Thirdly, it is also of interest to directly identify the etch products from 
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the nitrides ,and in particular to see the relative importance of the various N species when both 
Cl2 and H2 or Cl2 and F2 are present in the plasma chemistry. 

We note finally that ion milling rates for the nitrides are a factor 2-3 slower than for 
materials like GaAs and InP .indicating that there must be a chemical component present in 
order to achieve practical etch rates . In ion milling the removal rate of most mask materials 
is faster than the etch rates of the nitrides, limiting this technique to formation of shallow 
features. 

4. WET CHEMICAL ETCHING 

There were several early reports of wet etching of GaN in NaOH, which progressed by 
formation of an insoluble gallium hydroxide (GaOH) coating. This film had to be removed by 
continual jet action. Others have reported that H3P04 will remove GaN. A variety of different 
etch solutions have been employed for amorphous or polycrystalline A1N, including hot (85 
C) H3P04) boiling HF/H20, HN03/HF or dilute NaOH solutions. However there do not 
appear to be reliable for single crystal material. For InN, aqueous KOH and NaOH solutions 
were found to produce etch rates of a few hundred angstroms per minute at 60°C. 

We have found that a common photoresist developer solution AZ400K produces 
controlled, reliable wet etching of single crystal A1N at a rate whose absolute magnitude 
depends strongly on the crystalline quality of the material. The etching is thermally activated 
with the same activation energy of 15.5 kCal/mol in all cases . The rate was not sensitive to 
agitation and was dependent on the etchant concentration. These are characteristics of 
reaction-limited etching of the form 

R=Ro exp(-Ea/kT) 

We find that RQ, an attempt frequency for reaction between the (OH-) ions and the A1N 
surface, is strongly dependent on material quality. A great deal more work needs to be done 
to develop reliable wet etches for GaN, InN and the ternary alloys in order to accelerate 
nitride device technology. 

InN CONTACT HBTs 

Carbon-doped base heterojunction bipolar transistors (HBTs) in the GaAs/AlGaAs 
system display much better stabilities under bias-stress aging than devices using Be, Mg or Zn 
for p-type doping. One of the most important parameters for achieving high speed 
performance in digital applications is the emitter resistance ,and the InGaP or AlGaAs emitter 
layer is generally capped with highly doped GaAs/InGaAs graded out to InAs to provide a 
low bandgap layer for subsequent metallization. The InAs can be doped with Sn to achieve 
high (n=3xl0 cm" Conductivity, with typical contact resistivities of 5xl0"7 ohm-cm2 for 
TiPtAu nonalloyed metallization. However, the InAs critical layer thickness is generally 
exceeded in practical HBT structures, leading to rough surface morphologies. This is a 
potential problem for small emitter dimensions devices since some contacts would potentially 
be placed in regions of thinner InAs and therefore, poorer contact resistance. 

Recently, low contact resistivities have been reported for nonalloyed TiPtAu 
metallization on unintentional doped InN grown by MOMBE.   The polycrystalline InN is 
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grown at 500°C .consistent with the growth temperature of high performance GaAs/AlGaAs 
or GaAs/InGaP HBTs for both digital and power applications ,and the surface morphology of 
the InN is much smoother than that of InAs-based emitter contact structures. We have 
demonstrated nonalloyed TiPtAu contacts with excellent contact resistivities(5xl0"7 ohm- 
cm). 

The HBT structures were grown by MOMBE on semi-insulating GaAs substrates. 
The structure was completed in one of two different ways. In the first, 1200Ä of 
InN(n=5xlO cm') was grown, while in the second the GaAs was graded through InGaAs to 
InAs (300 A, N=1.5xl01 an3) to the 1200Ä InN layer. The entire structure was grown at 
500°C using all-gaseous sources, as described previously. 

Nonalloyed ohmic contacts were formed to the two types of structures using e-beam 
deposited Ti(500Ä)/Pt(750Ä)Au(3000Ä) patterned by lift-off. HBTs with 2x5 urn2 emitter 
dimensions were fabricated using a dry-etched self-aligned process, and this mask set also 
contained transmission line patterns for determination of contact resistivity. 

A contact resistivity of 2-5xl07 ohm-cm2 was obtained for both InN-based contact 
schemes, but superior performance was displayed by the graded structure . This was ascribed 
to the formation of GaN at the interface between the abrupt InN/GaAs structure which 
degraded the contact properties. The maximum dc gain was 35 for 2x5 urn2 devices. No 
change in device characteristics was observed during aging at 25°C for 90 h at an emitter 
current density of 4xl04 A/cm2. TEM pictures showed the uniform nature of the InN whereas 
the more conventional InGaAs/GaAs emitter contacts showed very rough surfaces for the 
InAs. 

While TiPtAu metallization on these structures also yields nonalloyed ohmic contact 
resistivities of 5-7x10" ohm-cm , there is one significant concern about contact uniformity for 
submicron dimension devices. Therefore ,the InN-based contact structure is likely to be a 
superior alternative for small mesa HBTs. The drawback of the InN -based contacts is that 
they suffer from deterioration in both morphology and contact resistance above 400°C, 
whereas the InAs -based layers are stable to 500°C. One must therefore reduce the thermal 
budget during of the former and in particular adjust the implant isolation conditions so that 
lower annealing temperatures than currently used can be employed. 

CONCLUSIONS 

The large bandgaps, thermal and chemical stability .excellent transport properties and 
good thermal conductivities of the HI-V nitrides offer many opportunities for fabrication of 
novel photonic and electronic devices. Considerable progress has been made in recent times 
on the growth of these materials and in developing the process modules. Much more effort is 
required on ohmic contacts, substrate development .implantation, p-type doping during 
epitaxial growth and growth of ternary compounds. 
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Side-Gated Resonant Tunneling Transistors 
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Single well resonant tunneling diodes (RTDs) have been shown to be capable of 
operating in the terahertz regime. Also, physically-based equivalent models and integr- 
able structures have been developed to allow the incorporation of these devices into 
integrated circuits and microwave applications [1] . In order to achieve higher comput- 
ing speeds, Capasso et al. proposed the application of multiple quantum well three ter- 
minal vertical structures for multi-valued logic [2]. In pursuit of studying such possibil- 
ities and to better understand the various characteristics like carrier transport and noise 
in various three-terminal RT devices, two main device topologies have been used: i) 
in-plane implanted gates and ii) in-plane Schottky gates [3,4] . Devices using in-plane 
implanted gates have been reported and applied in the development of logic elements, 
but the gating that can be achieved in these devices has been quite limited, with the 
minimum feature of the device being the strongest constraint [4] . The gating topology 
using an in-plane Schottky gate has shown appreciable gating at 4.2K, but it has non- 
uniform vertical gating fields for double barrier resonant tunneling quantum structures 
and hence is not well suited for fabrication of multiple quantum well three terminal dev- 
ices [4] . More recently, a resonant tunneling transistor (RTT) has been demonstrated 
with high transconductances at room temperatures for positive gate biases, but these 
RTTs do not show appreciable gating at negative gate biases (the pinch-off regime) [5]. 

We have demonstrated a self-aligned, sidewall gating technique that has been 
developed to fabricate three terminal RTTs, wherein a uniform gate field can be applied 
across vertical quantum well structures of up to lOOOA0 along the direction of current 
flow in the device [6]. Room-temperature gating of an AIQ 3Ga0 7As/GaAs resonant tun- 
neling diode with 45A° barriers and a 50A° well at both positive and negative gate 
biases has been shown, with maximum transconductances around zero-gate bias. The 
effective transconductance of the device, when operating in the negative differential 
resistance (NDR), is expected to be much larger than that in the positive differential 
resistance region. The cross-sectional view of the device is shown in Fig.l. The 
Schottky gate is deposited along the sidewall of the mesa using the top contact metalli- 
zation as the shadow mask. Good isolation between the gate and top-contact is achieved 
by a controlled two step etching process to give vertical sidewalls. Peak current densi- 
ties as high as 1.5x10 A/cm2 at room temperature for these three-terminal RTTs have 
been measured. To achieve appreciable gating in these new sidewall gated devices, at 
least one of the minimum features has to be in the sub-micron regime, making them 
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inherently suitable for high packing densities. It is anticipated that to be able to pinch 
off the device, the minimum feature of the device needs to be 0.6[im at the maximum. 

We have fabricated FET-like structures with minimum feature widths of about 
0.8nm and feature lengths of up to lOpm using conventional e-beam lithography. The 
fabrication of such small area devices has been facilitated by the development of new 
non-alloyed low-temperature grown GaAs contacts [7]. Preliminary results from these 
devices indicate a gate bias dependence of the current through these RTTs associated 
with two mechanisms: i) a change iri the active area of the device and ii) variation in the 
potential of the well region as evidenced by a shift in the voltage at which the negative 
differential resistance region occurs. 

Fabrication of RTT structures with minimum features as small as 0.6jim is in pro- 
gress and shall be presented. A study on the application of such structures in high- 
frequency switching/logic circuits shall also be discussed. 
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on SiGe/Si Heterostructure 
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S.M.Zhu, and Y.D.Zheng 
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Silicon quantum wires(SQWs) would play an important role in ultra large scale 
integration(ULSI) and high performance quantum effect devices. Hence, much effort has 
been invested in fabricating SQWs in recent years. Most of SQWs were obtained using 
metal-oxide-semiconductor(MOS) structures [1-2]. Several authors recently reported the 
methods of fabricating physical confined SQWs with Si02 boundaries by anisotropic 
chemical etching and thermal oxidation [4-6]. At the present stage, it is still requested 
urgently to develop advanced fabrication techniques to obtain SQWs of high quality. 
SiGe/Si heteroepitaxial film has many potential applications in Si technology. It would 
be very attractive to be applied in fabricating various SQWs and related devices due to 
its excellent properties such as high-quality epitaxial growth, selective etching and 
thermal oxidation. In this work, We report on the first successful realization of the 
physical confined SQWs based on SiGe heterostructure combining SiGe/Si heteroepitaxy, 
selective chemical wet etching and thermal oxidation. The thermal oxidation 
characteristic of the Si wires is investigated, it is found that the lateral dimensions of 
SQWs can be well controlled by selecting the temperature of thermal oxidation process. 
The observation result of scanning electron microscope(SEM) is demonstrated. The 
present work provides a very controllable way to fabricate SQWs and is fully compatible 
with Si microelectronic technology. 

The fabrication process of the SWQs is illustrated in Figure 1. Firstly, a SiogGe02 

heteroepitaxal layer was grown on (100) Si substrate by very low pressure chemical 
vapor deposition. The thickness of the Si^Ge^ layer was 150nm, while a buffer Si layer 
was grown between the substrate and the SiGe layer. A Si active layer was grown on the 
top of the SiogGe02 layer (Fig. 1(a)). Using this epitaxial growth, the expected thickness 
of the Si active layer can be easily achieved. Lithography technique was carried out to 
generate line-and-space patterns on a mask. Then, trenches were generated in the 
substrate by using reactive ion etching (Fig. 1(b)). Next, the selective chemical etchant 
consisting of HN03:CH3COOH:HF(49%) at 25°C was used to etch the trench structure 
to remove the Sio8Ge02 layer out and remain the Si wires (Fig. 1(c)). After removing the 
mask, the Si wires were thermally oxidized in wet oxygen atmosphere which smoothes 
the surface of the Si wires and reduces the lateral dimensions to form expected SQWs. 
Finally, the thermal oxidation in dry oxygen was carried out to obtain high-quality 
Si02/Si heterointerfaces (Fig. 1(d)). 

743 



milMIIWIIIWIIWIWIIIWIIIIIIIHI/IIIIIMIIIIIIIIh 

Si  substrate 

(a) 

Si,J3e, 

Si  substrate 

Poly-Si 
■Si  QW 
Si02 

(c) (d) 
Figure 1. Fabrication process of SQWs. (a) Si/SiGe/Si heteroepitaxy by VLP/CVD, (b) 
mask pattern and shallow trench formation, (c) selective chemical etching, and (d) 
thermal oxidation. 

In the last several years, the selective chemical etching techniques for SiGe/Si 
heteroepitaxial films have developed quickly. Among many selective chemical etchant, 
it has been demonstrated that HN03:CH3COOH:HF was a very good etchant in thinning 
SiGe nanostructures without any defects and was often used [7], The optimum etch rate 
and selectivity are well obtained with altering the composition. The etch selectivity 
increases with an increase of the mole fraction of Ge. Through the selective chemical 
etching, the Sio 8Ge0 2 layer is removed out and Si active layer is narrowed to form Si 
wire. Subsequently, the Si wire is smoothed and reduced by thermal oxidation processes. 
Figure 2 shows the cross section image of SEM of a SQW with circular cross section 
embedded in the Si02 after the thermal oxidation, where the lateral linewidth of the 

poly-Si 

Figure 2. Cross-sectional image of 
SEM of thinned SQW with the lateral 
linewidth of ~40nm. 
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SQW is about 40nm. 
The advantage of using dry thermal oxidation to fabricate SQWs has been 

demonstrated [3,4]. The self-limiting oxidation effect in Si nanostructures was observed. 
It was seen as an opportunity for producing Si nanostructures with ±1 nm control in 
lateral dimensions in the self-limiting regime of oxidation temperatures below 950°C [3]. 
For the present SiGe/Si heterostructure, however, the high temperature oxidation is 
forbidden because of SiGe thermal stability, and low temperature dry oxidation is not 
practical due to taking too long time to thin Si wires to expected lateral dimensions. The 
wet oxidation at low temperatures offers a suitable opportunity for realizing SQWs. In 
wet oxidation process, we find that the flat surface oxidizes faster than the Si wires. This 
retardation of oxidation becomes obviously with decreasing the diameter of the Si wire. 
In addition, the retardation of oxidation of SQWs depends strongly on the oxidation 
temperature. In order to clarify the lateral dimension and temperature dependence of the 
retardation, experiments are performed at three different oxidation temperatures of 850, 
800 and 750°C. All the samples used for oxidation are prepared under the same etching 
conditions to minimize Si wire variations among the samples. Dimensional data are 
obtained from the micrograph of SEM. These observations are plotted in Figure 3. The 
vertical axis measures oxide thickness on Si wire surfaces normalized to that on the flat 
surface, and the horizontal axis denotes the inverse of the radius of the Si wire after 
oxidation. There is a general trend that the decrease of the lateral dimensions of Si wires 
shows the retardation of oxidation for three oxidation temperature as the oxidation 
progresses. However, the retardation of oxidation is more pronounced with decreasing 
the oxidation temperature. Oxide growth is severely retarded at 750°C. The trend of the 
data for 750°C indicates that the SQWs seem nonvanishing, moreover, the final radius 
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respectively. 
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seems to self-limit to 20nm. Self-limiting oxidation phenomenon is not observed at 850 
and 800°C. It is confirmed that the SQWs disappear after 14 and 20 hour for 850 and 
800°C, respectively. The retardation of oxidation is usually contributed to the additional 
stress from nonplanar viscous deformation of oxide [8]. This viscous stress makes the 
oxidation reaction at the Si surface more difficulty. Based on the present observations, 
it is apparent that the extent of retarding oxidation follows the change in the viscous 
stress with the temperature and the radius of Si wires. It should be noted that self- 
limiting oxidation phenomenon in wet oxidation is found to occur only for the 
temperature below 750°C, which is about 200°C lower than that in dry oxidation [3]. 
This may be due to that the viscous stress of wet oxide is lower than that of dry oxide. 
There are two likely mechanisms for slowing down the oxidation rate. One is that the 
surface reaction coefficient Ks is reduced by the normal viscous stress at the Si-Si02 

interface [8]. Another is that oxidation diffusion is limited in a highly stressed oxide [3]. 
Further studies are needed to identify the effects of the viscous stress on oxidation 
kinetic parameters. 

This work is supported by the Chinese National Nature Science Foundation and 
National High Technology Research and Development Foundation. 
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Advanced Contact Technology for a Self Aligned 70GHz 
Double Mesa Si/SiGe Heterojunction Bipolar Transistor 

K. Wieczorek and H.-U. Schreiber 
Ruhr-Universität Bochum, Mikroelektronik Zentrum (A), Germany 

In view of the significance of future communication networks operating in the multi-Gbit/s range, 
much effort is focussed on the development of electronic key devices to meet the requirements of 
high-speed performance as well as of low costs of production. SiGe base layers have emerged as 
an appropriate means to introduce band-gap engineering into well-established Si-bipolar 
technology. At present, there are two competing device concepts differing in emitter-design, Ge- 
profile and processing (Fig.l). The first one is the SiGe base drift transistor, which was derived 
from the double polysilicon homojunction bipolar transistor. In this device, the Si base layer is 
replaced by SiGe with a Ge mole fraction increasing from 0% at the emitter- up to 25% at the 
collector-side, resulting in a speed-enhancing drift field [1]. In order to achieve a sufficient 
emitter efficiency, and therefore a high current gain, the emitter doping concentration has to be 
much higher than the base doping concentration, causing a high intrinsic base sheet resistance. 
The constraints between high current gain and low intrinsic base sheet resistance can be relaxed 
by the second device concept, the Si/SiGe heterojunction bipolar transistor (HBT), which is 
marked by an additional emitter base heterojunction. Due to a Ge-content dependent barrier in the 
valence band, the emitter base doping concentration ratio can be inverted, thus resulting in a 
drastically reduced base sheet resistance and a high current gain. This device, which will be 
considered in the following, offers a greater potential concerning high-speed devices and has 
proven to be suited for IC-realization [2]. Since the base doping concentration exceeds by far the 
emitter doping concentration, conventional bipolar fabrication processing is not applicable to Si/ 
SiGe HBT fabrication. Particularly due to differences concerning device-structure, the 
application of novel contact technologies to HBT fabrication is imperative. The main objective of 
this research is the reduction of device parasitics without degrading the HBT's excellent rf- 
performance. 

For fabrication of the device under investigation, conventional channel-stopper and buried layer 
formation is followed by the uninterrupted growth of the whole npn vertical layer structure 
including a highly-doped emitter contact layer using MBE. A schematic cross-section of the 
complete HBT presented in this study is given in Fig. 2. After emitter mesa RIE and oxide 
sidewall spacer formation the extrinsic base contact layer is formed by BF2 ion implantation at 
25keV, resulting in an amorphized surface layer of approximately 40nm. After wet-chemical 
removal of a dummy-emitter layer a short rf sputter-etch process at low bias is required in order 
to remove Sb-residuals from the emitter surface. Afterwards about lOnm Ti are rf sputter- 
deposited without breaking the vacuum. Activation of the implanted dopant in the extrinsic base 
and salicidation of both emitter and extrinsic base are performed simultaneously using a lamp- 
heated reactor and H2-atmosphere at 650°C, thus avoiding outdiffusion of the optimized vertical 
layer sequence. As the base contact salicide is formed directly on the SiGe-layer without any 
additional polysilicon layer, proper initial Ti-thickness and metal-SiGe interface conditions have 
to be chosen in order to optimize both emitter- and base-contact resistance and to avoid 
salicidation-induced degradation of the collector/base-junction resulting in an undesired VCE- 
offset, as shown in Fig. 3. A cross-sectional TEM micrograph of an extrinsic base layer including 
BF2 ion implantation and Ti(SiGe)2 is given in Fig. 4. Although end-of-range defects are still 
present at high density, specific base-contact resistances as low as 4.5Q-um2 have been obtained 
[3]. AFM-studies indicate that simultaneous salicidation and recrystallization of the amorphous 
extrinsic base layer results in smooth silicide layers required for contacts to nanoscale devices 
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(Fig. 5). Wet chemical removal of the unreacted Ti is followed by Al/Si/Cu contact metal 
deposition and subsequent isotropic removal from the poorly covered sidewall spacers, providing 
full emitter-base self-alignment. As the contact metal is adjacent to the sidewall spacer, the base 
resistance is optimized compared to devices based on double polysilicon technology by 
eliminating the polysilicon series resistance. 

Base resistance RB and collector-base capacitance CCB can drastically reduce bipolar circuit 
speed [4]. Therefore, both parasitics have to be minimized in order to mainly determine the 
circuit speed by the transistor's switching speed, expressed by the cut-off frequency fT. A cross 
section of the HBT along the emitter mesa is given in Fig. 6. Most of the extrinsic CCB is 
contributed by the base contact area at the head of the emitter mesa, with the first metallization 
layer located above the collector-base junction. In order to reduce CCB, 40nm Si02 were 
deposited and patterned prior to MBE, resulting in polycrystalline growth of the hetero-stack in 
the base contact area. Enhanced diffusitivity of the boron in the polysilicon as well as the 
concentration of the boron rather in the grain boundaries than in the polysilicon grains results in a 
p~- polysilicon layer under the base contact area during thermal processing. Measurements of 
CCB against emitter length (LE) are given in Fig. 7, indicating that the contribution of the base 
contact area to CCB is completely eliminated. Furthermore, the insertion of the additional Si02 

layer drastically reduces undesired leakage currents by avoiding the creation of a parasitic pnp 
homojunction transistor [2]. 

As the maximum achievable fT is strongly dependent on the effective base-width, a hetero-stack 
design as given in Fig. 8 was chosen for device fabrication. The width of the Si0 72Ge0 2g base is 
27nm including undoped spacer layers of 15nm and 2nm at the emitter/base- and the collector/ 
base-junction, respectively. The base doping concentration of 3xl019cm"3 is exceeding the 
emitter doping concentration by a factor of 20, resulting in a measured intrinsic base sheet 
resistance of 3.6kQ/D. Due to the strict limitaion of the post-epitaxial thermal budget, no 
outdiffusion of boron from the base into the emitter was observed from reverse output 
characteristics. Rf-measurements of a completely oxide-passivated and polyimide-planarized 
HBT with an emitter area of 30x1.5 um2 resulted in a maximum cut-off frequency of fT = 71 GHz 
(
V

CE = 1V)> 2s shown in Fig. 9. This is an encouraging result considering the minimum feature 
size of 1.5um. To date, IC-fabrication is in progress to investigate to what extend the 
sophisticated contact fabrication processing and the HBT's advanced rf-performance can be 
translated into digital circuit speed. 
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(a) (b) 

Fig. 5: AFM-micrographs of TiSi2 layers grown on single crystalline silicon (a) and on BF2 pre- 
amorphized silicon (b), the latter featuring a by far smoother surface morphology. The initial Ti 
thickness was lOnm. The scale is lum/div and 30nm/div for the lateral and the vertical axis, re- 
spectively. 

Al/Si/Cu 
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Fig. 6: HBT cross section along the emitter 
mesa and the base contact area under which a 
p"-polysilicon layer is formed. 

E 

Fig. 7: Measured collector/base capacitance 
against emitter length. The intercept of the 
curves with the emitter-length axis is given 
by the overhang opposite the base contact 
area (Fig. 6). 

1-102' 

Fig. 8: SIMS-profile of the vertical layer 
structure. 

f[GHz] 

Fig. 9: Measured current gain against frequen- 
cy featuring a cut-off frequency of 71 GHz. 
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Introduction 

Microprocessors and logic circuits in many cases require embedded EEPROMs. 
But combining low-voltage standard CMOS logic process with high-voltage double-poly 
EEPROM process is a big challenged]. To overcome this problem, single-poly EEPROM 
cells have been proposed[2-4]. In this paper we investigated the impact of LDD MOSFET 
structure on channel-hot-electron (CHE) programming characteristics of the single-poly 
EEPROM. It was found that, by increasing drain voltage to about 8V, the threshold 
voltage (VT) of the cell with the LDD structure can be shifted above the supply voltage 
(5V) within 10ms programming pulse width. This opens a possibility of designing 
microprocessors and logic circuits which require low density embedded EEPROMs using 
pure standard LDD CMOS process without adding any masks or changing any process 
steps. 

Cell Structure 

A cross section of single-poly EEPROM with LDD NMOSFET is shown in Fig. 1. 
The p7n+ diffused layer in the n-well is used for the control gate and the polysilicon layer 
forms the floating gate. The layout of the single-poly EEPROM memory cell is shown in 
Fig. 2. Note that the p+-diffused layer in the n-well increases the coupling ratio during 
programming. For programming of this cell the CHE method or FN (Fowler-Nordheim) 
tunneling method can be used. But in case of standard CMOS logic process the 
n+-diff./p-sub junction breakdown voltage is about 14V. Hence available high voltage from 
peripheral circuitry is limited below 14-VT, and thus it takes too much programming time if 
the FN tunneling method is used. To speed up the programming of the cell we use the 
CHE programming method. For erasing of the cell the source side FN tunneling method 
is used. 

Results and Discussion 

Fig. 3 shows the process flow chart of the single-poly EEPROM. The single-poly 
EEPROM was fabricated using 0.8mn CMOS ASIC process. This process includes 
twin-tub, self-aligned well structure, LOCOS isolation, 155Ä gate oxide, WSi2 

single-polysilicon gate, LDD NMOSFET and PMOSFET, and double metals. To investigate 
the impact of LDD structure on CHE programming of single-poly EEPROM, the wafer 
processing was splitted into two groups. One group was processed without any process 
modifications for LDD formation. For the other group, LDD TEOS deposition, LDD spacer 
etch, and LDD annealing were skipped to make single drain (SD) structure. Fig. 4 shows 
one-shot programming characteristics of the single-poly EEPROM with single drain and 
LDD structures. With increase of drain voltage the horizontal electric field near the drain 
junction increases and so generates hot electrons (5V for SD, 6V for LDD cell). These 
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hot electrons can be injected into the floating gate by aided vertical electric field from the 
gate bias. Hence the threshold voltage of the cell increases and so the drain current 
drops rapidly. As the drain voltage increases up to about 8.7V for the LDD cell, the drain 
junction breaks down. The single-poly EEPROM with single drain shows CHE 
programming at lower drain voltage but at the expense of lower drain junction breakdown 
voltage. Note that the cell with single drain structure has shorter effective channel length 
due to elimination of lightly doped region. Fig. 5 shows the b~VG characteristics of the 
single-poly EEPROM cells with LDD structure : (1) virgin cell, (2) programmed cell, (3) 
erased cell. The threshold voltage of the virgin cell, programmed cell, and erased cell is 
0.8V, 7.5V, and 0.5V, respectively. In Fig. 6, we show CHE programming characteristics of 
the single-poly EEPROM cell with different control gate structures. The single-poly 
EEPROM cell with the p4-diffused control gate (no n'-diffusion in the n-well) shows about 
3 times faster CHE programming characteristics than the cell with the n'-diffused control 
gate (no p+-diffusion in the n-well). This is due to following reasons : the floating gate 
potential is lower than the control gate during programming, thus the n-well under the 
floating gate is inverted so that the cell with the p'-diffused control gate has higher 
coupling ratio. On the other hand the single-poly EEPROM cell with the n'-diffused 
control gate has better coupling ratio during the FN tunneling erase. Fig. 7. shows CHE 
programming characteristics of the single-poly EEPROM cell with different control gate 
voltages. The cell with VCG=12V has faster CHE programming characteristics as well as 
higher VT shift than the cell with VCG=10V. Higher control gate voltage results in higher 
floating gate voltage, which enhances the CHE injection efficiency. The CHE programming 
characteristics of the single-poly EEPROM are compared between two different drain 
structures as shown in Fig. 8. The single drain cell shows over 100 times faster CHE 
programming speed than the cell with LDD structure. The threshold voltage of 5V can be 
achieved with 1ms and 300ms programming pulse for the SD cell and LDD cell, 
respectively. But as we increase the drain voltage we obtain about same programming 
speed as shown in Fig. 9. To get VT of more than 5V with programming pulse of 10ms, 
VDS=6V for the SD cell and VDS=8V for the LDD cell is required as shown in this figure. 
The LDD single-poly EEPROM requires more drain voltage due to lower horizontal electric 
field near the drain junction. But the fabrication of the LDD single-poly EEPROM is more 
simple than that of the SD single-poly EEPROM. Standard CMOS logic process usually 
include LDD formation step, so that eliminating this step to make the SD single-poly 
EEPROM is cumbersome. Note that the SD single-poly EEPROM is fabricated by 
eliminating n/p" photolithography, ion implantation, TEOS oxide deposition, and LDD 
spacer etching steps as shown in Fig. 3. 

Summary 

The single-poly EEPROM with single drain and LDD structures was fabricated 
using the 0.8nm CMOS ASIC process. We investigated the impact of LDD structure on 
channel-hot-electron programming of single-poly EEPROM cell. The cell with the single 
drain was programmed to VT=6.3V at VDS=6.0V and the cell with LDD structure to VT=5.7V 
at VDS=8V with VCG=12V of 10ms programming pulse width. This shows that the 
single-poly EEPROM with LDD structure can be used for microprocessors and many 
kinds of logic circuits which require low density embedded EEPROMs at the expense of 
applying more drain voltage (8V). 
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Abstract 
We will report on the fabrication and electrical characteristics of low work 

microminiature thermionic vacuum (MTV) diodes for use in analog and digital electronic 
circuit applications. MTV technology is well suited for use in high temperature, high 
radiation and/or harsh environments, electron beam writing sources and optics, aeronautical 
control and diagnostics, geothermal and oil exploration, and conventional vacuum tube 
applications. 

Vacuum microelectronics technology [1-18] holds strong promise in areas such as flat 
panel displays, high speed and high temperature electronics, geothermal and oil 
exploration, automotive, aeronautical, nuclear, space and satellite applications, and electron 
beam writing sources. In the last decade, relatively little work has been performed on 
miniature thermionic emitters [14-18] as compared to field emitters [1-13]. Although it 
would be expected that miniaturized thermionic emitters would have emission properties 
similar to those of traditional vacuum tubes that obey Child's law (current proportional to 
voltage3/2); there have been only two published results on microfabricated monolithic 
thermionic emitters that follow Child's law emission [17,18]. 

In this work advances in the technology and performance of a novel thermionic analog 
to field emission vacuum microelectronic emitters that will be referred to by the descriptive 
name microminiature thermionic vacuum (MTV) emitters will be presented. The salient 
feature of MTV emitter technology is the use of an air-bridge (suspended) filament that 
greatly reduces the thermal load and stress on the system. MTV devices can be fabricated 
using conventional semiconductor and micromachining processing techniques on any 
thermally stable, vacuum compatible substrate for which a high temperature stable 
insulating layer can be grown or deposited on. In addition, the small (micron to sub- 
micron) distances between the cathode and anode allow the possibility of intrinsic operation 
to high frequencies comparable to that of field emitters since these devices will not suffer 
from solid-state electron transport effects that limit the upper frequency of operation for all 
semiconductor devices. Single MTV device element architecture can consist of an uncoated 
or low work function coated cathode with either a totally vertical structure or a combination 
of planar and vertical structures. 

Figures 1 and 2 show schematic representations of typical planar and vertical MTV 
diode structures, respectively. Figures 3 and 4 are scanning electron microscope (SEM) 
pictures of a fully a monolithic planar and vertical MTV diode with an uncoated tungsten 
(W) air bridge filament/cathode, respectively. Typical filament dimensions ranged from 5 
|im x 15 Jim to 100 |im x 300 u.m with values of W thickness between 0.5 to 1.5 u.m. 
Figure 5 shows a family of anode current (I) vs. anode voltage (V) curves of a fully 
monolithic planar 15 Jim wide 20 fim long 1.5 fim thick W filament low work function 
coated MTV diode as a function of input filament power level. The low work function 
coating used in this case was a mixture of barium carbonate, strontium carbonate, and 
calcium carbonate. Strong rectification was observed; for negative anode potential with 
respect to the cathode, the current was in the noise level from -3 to -100 volts. Figures 6 
through 8 show Child's' law plots of the data presented in Figure 5. From these figures, 
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it can be seen that Child's law behavior is the dominate emission process for the coated 
MTV planar diode over a wide range of anode-to-cathode voltages. However, as can be 
seen from Figure 7, field emission is observed at very low filament input power levels 
(i.e., 10 mW or less). 

The I-V characteristics of a nominally 4 Jim spaced cathode-to-anode vertical MTV 
device are shown in Figures 9 and 10. From Figure 10, it is evident that Child's law 
emission dominates for V>30 volts. As can be seen in Figure 9, there is an exponential 
rise in current for 3 volts<V<30 volts. The emission properties of sub-micron vertical 
MTV diodes are more complicated with both field emission (Fowler-Nordheim tunneling) 
and Child's law behavior being observed. Although not discussed in this abstract due to 
space limitations, details of the fabrication and emission properties of sub-micron vertical 
MTV devices will be presented. Results will also be presented for several low work 
function MTV cathodes including lanthanum hexaboride (LaBö) and barium (Ba)-based 
oxide cathodes. A comparison of the power, performance, and lifetime of these MTV 
cathodes will also be included. 
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Studies and of the Effect of Electron Emission from the Active Region 
on Performance of InGaAsP/InP Lasers, Experiment and Modeling 

G. L. Belenky*#, R. F. Kazarinov*. C. L. Reynolds Jr.+, V. Swaminathan+, S. L. Luryi# 
*AT&T  Bell  Laboratories,  Murray  Hill,  NJ  07974;  +AT&T  Bell   Laboratories, 
Breinigsville, PA 18031; #State University of New York at Stony Brook, Stony Brook, 
NY 11794 

We utilized a purely electrical technique to measure the leakage of electrons from the 
active region of InGaAsP/InP MQW laser heterostructures with different profiles of 
acceptor doping. Comparison of the measured value of threshold currents for devices 
with different profiles of Zn-doping with measured and calculated value of the leakage 
current shows that in the case of structure with a low doped p-interface TQ depends on the 
profile of p-doping. Calculation shows that the electron leakage current in this type of 
device can reach 20% of the total injection current at an injection current density of 
lOkA/cm2 at 50C. 

Modern lasers based on the InGaAsP/InP material system are characterized by high 
temperature sensitivity of their characteristics. This fact stems from poor electron 
confinement due to a small conduction band offset in the conventional InGaAsP/InP 
system and high values of the working injection current density of multi-quantum-well 
devices. In this work we have measured and calculated the threshold current density and 
electron leakage current from the active region of InGaAsP/InP multi-quantum-well laser 
structures with different profiles of acceptor doping near the heterointerface. 

Collector 
+ c   Q1.1fim 

Fig. 1. Band diagram for the device under bias. 
759 



Figure 1 shows the band diagram of the device under bias: the p-cladding layer is 
grounded, negative bias is applied to the n-laser contact and positive voltage is applied to 
the collector. The diagram illustrates the idea of the experimental method [2]. Electrons 
emitted from the active region into the p-cladding layer are trapped by the collector. 
Measurements of the collector reverse current allow us to estimate the value of electron 
leakage under different conditions. The InGaAsP/InP heterostructures were grown by 
low pressure (80 mbar) metalorganic chemical vapor deposition (MOCVD) on (100) n+- 
InP substrates. The strained MQW region consisted of 70 A wells and 100 A barriers in 
which the wells were mismatched -1 %. The separate confinement and electron collector 
layers were lattice matched. We used a secondary ion mass spectrometry (SIMS) to 
determine the concentration depth profile of the Zn in our structures. 

The measured dependencies of the leakage current density, JL, versus the injection 
current density, JE, at two different temperatures are presented in Fig. 2 for structures 
with the two different acceptor doping. For the undoped heterointerface Fig. 2a JL 

reaches -1% of the total injection current density when JE is 2kA/cm2. By doping the 
SCH layer, we have reduced the leakage a factor of 10 within measured range of injection 
Fig. 2b. The threshold current, 1^, as measured for devices with cavity length 500 Jim 
and mesa width 20 |im. A typical Ith value measured under pulse excitation at 20C for 
structures with an undoped p-interface was 150 mA and for devices with a doped SCH 
layer (Fig. 2b) it was 165 mA. At 50C l± reaches 340 mA and 290 mA, correspondingly. 

In order to calculate the electron thermionic current from the active region into the p- 
cladding of strained multi-quantum-well InGaAsP/InP lasers and to estimate how this 
leakage affects quantum efficiency of the devices with different profiles of Zn doping, we 
use the modeling procedure "Padre" described in reference [1]. Figure 3 shows the 
calculated dependencies of the leakage current densities JL on the injection current 
densities JE at two different temperatures for structures with the Zn doping profiles given 
in Fig. 2. The inset in each figure shows the lowering of the barrier for thermionic 
emission of electrons from the active region as the injection level increases. In the case 
of structures with an undoped p-interface the energy of this barrier decreases with a rise 
in injection level. This reduction explains the measured behavior of JL versus JE 

presented in Fig. 2a. Agreement between theory and experiment is satisfactory within 
the measured range of injection current. However, in the case of the structures with a 
doped p-interface (Fig. lb and Fig. 3b) the reduction of the noted barrier in the range of 
injection current densities up to lOkA/cm2 is very small. The value of this barrier 
reduction is in the order of several meV in the range of injection current densities 
0 > JE > 2kA/cm2. Within this region, the model [1], based on the effect of barrier 
reduction with injection, cannot not be sufficient for a quantitative analysis of the 
dependencies JL versus JE presented in Fig. 2b. Other effects which are not included in 
our calculation can be responsible for the measured JL value and are discussed below. 
However, comparison of experimental results with the modeling data presented in Fig. 2a 
shows that in those conditions when effect of the barrier reduction is dominant, the model 
[1] is satisfactory for describing the dependence JL versus JE. Calculated dependencies 
of the leakage current density versus injection current density presented in Fig. 3 allow us 
to understand the difference in temperature dependence of threshold current for structures 
with different profiles of Zn doping. The estimated T0 value for structures with an 
undoped interface is 32K, and for structures with a doped SCH T0 = 52 K. This 
difference can be explained by the sharp increase (shown in Fig. 3b) of the leakage 
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current with injection at 50C in the case of the structure with undoped p-interface when 
JE reaches 4kA/cm2, while JL remains very small for structures with a doped SCH. 
Electron leakage current in devices with an undoped p-interface can reach 20% of the 
total injection current at an injection current density of 10kA/cm2 at 50C and =0.03% 
for a doped SCH. Needless to say, this leakage determines the device internal efficiency 
and external efficiency. 
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Multiquantum Well Lasers 
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In this talk I will discuss some theoretical and experimental issues related to MQW laser 
operation. First, some theoretical issues will be discussed and next, two related experiments will be 
presented. When one attempts to model a multiple quantum well (MQW) laser, one of the first 
questions to be asked is how detailed should this model be. A formal answer can be found by 
examining the structure details and by considering the time scales of interest. In [1] rough guidelines 
are given for silicon based transistors, where the modeling approach is plotted as a function of the 
characteristic time scale and distance. An examination of some of the experimental results for laser 
structures [2,3], shows that in MQW lasers the time scales and characteristic distances dictates a 
modeling approach which is on the boundaries of the drift-diffusion approach and the 
momentum/energy balance equations or even the full Boltzman transport equations. Namely, by 
considering the MQW laser structures and the operating conditions of such lasers one can expect 
that some of these laser properties can be fully understood only through detailed modeling. On the 
other hand, a laser is often regarded as a system with one input (current) and one output (photons 
field). This lumped approach calls for a simple, clear, and sometimes phenomenological modeling 
approach. Indeed, one can find in the current literature a variety of simple and complex models, and 
sometimes it even seems that there is a certain competition between the two approaches. The 
reason that not always one can find the two types of models to be complementary to each other, is 
that the two type of models have evolved side by side without a proper feedback between the two 
approaches. As I will show, a detailed approach is vital for the understanding of high performance 
MQW lasers, and that one may gain a lot by linking the detailed understanding to the simple 
modeling approach. 

In order to convince that a detailed modeling is necessary, I will present some of the results 
obtained by our drift-diffusion-capture model [4]. The results are chosen so that they will demonstrate 
the importance of a quantity which is often the first to be neglected in simpler approaches. Namely, 
the effect of the Coulomb attraction between electrons and holes (Poisson eq.) and the 
accompanying band bending. The structure used in the simulation is an InGaAs/lnGaAsP/lnP SCH 
laser with four 8nm wide InGaAs wells separated by 10nm InGaAsP (1.3(j.m) barriers emitting near 
1.5p.m, all layers are lattice matched to InP. In the first calculation the waveguide is undoped and the 
InP cladding layers are doped to 1018cm"3. 
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Figure 1 shows the distribution of high energy carriers which do not reside within the 
quantized states of the QWs. These carriers are often named "waveguide carriers" or "3D carriers". 
The 2D carriers which are not shown in this figure are situated within the QWs (at the figure's center). 
Two issues are pointed out by this figure. First, at the QWs region there is a high density of electrons 
and a low density of holes. This is caused by the vast mass difference between these two species, 
which results in a pronounced electron overflow from the wells to the high energy (waveguide) states. 
Second, the density outside the QWs region is almost equal between electrons and holes and it is set 
by the Coulomb attraction between electrons and holes. Namely, the filing of waveguide states is 
largely affected by the Coulomb attraction. 
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Figure 2. Calculated band profile for 
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diamonds represents 1e18cm"3 P 
doping and the dashes 1e18cm"3 N 
doping. 
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Figure 2 is concerned with the band structure itself and its effect on the coupling between the 
QWs. In the past we have shown that in undoped waveguide MQW lasers the difference between 
electron and hole confinement results in an altered band diagram at the QWs region [4]. We also 
showed that this effect shuts off the resonant tunneling between QWs, that would otherwise be a very 
efficient coupling mechanism. Figure 2 shows the energy band diagram for the structure discussed 
above, but with the waveguide being doped. The doping profile is shown schematically in the two 
subfigures of Figure 2. In figure 2a the QWs are P doped to 1018cm"3 and in figure 2b the QWs are N 
doped. When the QWs are P doped the difference in electron and hole densities within the QWs is 
increased with respect to the undoped case, hence the band structure in the QWs region is farther 
altered. However, when the QWs region is N doped, the N doping compensates for the difference in 
electron and hole confinement, thus allowing for a flatter band profile. By properly choosing the 
density of the N doping in the QWs region it should be possible to achieve a flat band profile and 
reopen the resonant tunneling coupling channel. Better coupling between the QWs will result in a 
more uniform distribution between the wells and a better laser performance at high bias currents. The 
results in figure 2 shows that by taking the Coulomb attraction into account it should be possible to 
control some of its effects. 

As mentioned at the beginning, a lot can be gained by linking the information achieved via 
the detailed model and improve existing simple models. This will be demonstrated by including the 
Coulomb enhancement of the state filling effect, shown in figure 1. The simple model used is a 3 
level model [5] shown bellow, derived for an undoped waveguide. The three levels are: the gain level 
(the carriers within the QWs, Ng), the capture level (high energy carriers at the QWs region, Nc), and 
a transport level (waveguide carriers outside the QWs region, Nd). 

dt 

dNc 

dt 

dN, 

dt 
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The equations above represents the 3 level model, written for electrons. The parameter "a" 
determines the density ratio between the high energy electrons in the QWs region and the carrier 
density in the SCH region, namely it accounts for the Coulomb enhancement of the state filling. All 
other parameters has the same meaning as in [5], note that the model is written here for carrier 
density and hence the volume ratios were added in the appropriate places. Similar equations can be 
written for holes with all the parameters assuming the appropriate values for holes. Using the detailed 
model it is possible to show that for holes "a" should be replaced by "a"1". Using this observation 
along with some simple approximations it is possible to derive an analytic expression for the "a" 
parameter, which is independent of the detailed model. 

a*2 = 
TIN 

V(i+n-1Lc/Lg)+- IT cP 

qvcNgth 

The simple expression of "a" allows for an easy inclusion of the Coulomb enhancement to the 
state filling effect. Moreover, it allows to view some of the parameters determining the carrier density 
in the SCH region. Note the effect of xCp (not TCN) which is consistent with the detailed calculations 
carried out by Hirayama et. al. [6], where the value of TCP was derived from experimental results. 
Also, the dependence of the carrier density in the SCH region on the structure parameters, operating 
temperature, and more; can be easily evaluated using the above expression. 

Figure 3. Heat sink temperature 
dependence of the lasing 
transition. The inset shows the 
two relevant transitions, e1-hh1 
and high energy electrons to hh2. 
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The first experimental result to be presented is also directly connected to the Coulomb 

enhancement of the state filling. As seen in figure 1, there is a localization of electrons above the 
QWs [4]. This localization results from the internal electric fields which form a wide well above the 
QWs in the conduction band [4,7]. Fuchs et. al. have shown that the formation of the wide well is 
accompanied by the formation of a new optical transition between high energy electrons (within the 
wide well) and the second heavy hole confined level. This new transition was shown to fit well 
measured gain spectra of an optically pump laser amplifier [7]. We have also examined the 
formation of this new self induced transition but under laser operating conditions, namely the 
excitation is via current injection. Figure 3 shows the output power of a short cavity MQW laser with 
1.3^m barriers, for two heat sink temperatures. The laser was excited by short low repetition rate 
current pulses to avoid current heating. At the low temperature (5°c) the laser operates at the 
"normal" (e1-hh1) transition, where the relatively short wavelength results from the short cavity 
length. At the higher temperature (23°c) the threshold density increases and the laser wavelength 
jumps and the laser oscillates at the new self induced optical transition. The nature of the short 
wavelength lasing as a second level type transition was verified by small signal measurements as 
well as a systematic study of the length dependence of the lasing wavelength [8]. These results show 
that the self induced optical transition is formed under forward bias conditions and is strong enough 
to support lasing in short cavity, as cleaved lasers. The lasing at the self induced transition was 
observed also in 0.98(im MQW lasers hence, it is a global phenomena. The formation of this new 
transition is expected also to affect carrier relaxation processes in the QWs region, and to modify the 
interpretation of experimental results. 

The formation of this self induced transition was found to be vital for the better understanding 
of broad band time resolved pump probe measurements in a MQW laser amplifier with 1.3|j.m 
barriers [9]. In that experiment, the laser amplifier was driven at a certain DC bias current and 
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pumped by a 200fs pulses at the bottom of the well (1.51jim). The transmission of a probe pulse was 
measured as a function of time delay between pump and probe at two probe wavelengths; 1.51 pm 
and 1.31p.m (slightly bellow the barrier energy). This measurement was devised in order to separate 
the carrier cooling process from the carrier capture process which are of similar nature and of a 
similar characteristic time constants (~1ps). The 1.31 urn probe senses, besides the e1-hh1 transition, 
the optical transition between high energy (out of well) electrons and the second confined heavy hole 
level, hence it senses the relaxation (capture) of electrons in the QWs region into the QWs. 
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Figure 4. Measured probe transmission 
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two probe wavelengths. 
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Figure 4 shows measured probe transmission traces at 1.51(im and 1.31jim. The probe 
responses on the 1ps time scale clearly shows that carriers are relaxing from high energy states 
(1.31 ^m) to low energy states (1.51 fxm). In [9] it was pointed out that the opposite slopes of the probe 
traces may be solely due to the spectral dependence of the carrier cooling. However, when the 
results are examined taking into account the formation of the self induced optical transition we find 
that the temperature dependence of the gain spectra can not explain the opposite slopes of the two 
measured probe traces. Hence, the 1.31 j^m probe trace is probably an indication for the capture of 
high energy electrons. This statement is strengthened by measurements of the current dependent 
probe traces at 1.31 urn. At higher bias currents, the results [9] clearly show that the probe 
transmission is affected by a mixing of two processes. Since there are mainly two processes to be 
considered (carrier cooling and carrier capture) on this time scale, one may conclude that these 
measurements show the carrier capture process. 

3. 

4. 
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Abstract: Ultrafast gain and index dynamics in active semiconductor waveguides are 
modelled using a simple analytical theory derived from semi-classical density matrix equa- 
tions. 

Introduction: Characterization and modelling of the ultrafast carrier dynamic processes 
in active semiconductor waveguides is the basis for understanding the high-speed proper- 
ties of semiconductor lasers. In addition, applications of these processes are being pursued 
in photonic switching devices, such as frequency converters [1] and directional couplers [2]. 
There has been some dispute as to the main processes governing the ultrafast response of 
active semiconductor waveguides, but recent time-domain pump-probe [3, 4, 5] as well as 
frequency domain four-wave mixing studies [6, 7, 8] seem to converge in identifying carrier 
heating and spectral hole burning as the dominant processes, at least in bulk material. 
In this paper we outline the general theory for analyzing ultrafast dynamics in semicon- 
ductor waveguides and illustrate its application to analysis of pump-probe measurements, 
short pulse gain saturation and highly non-degenerate four-wave mixing. The important 
influence of spectral artifacts on pump-probe dynamics is pointed out. 

Theory: The evolution of the slowly varying complex envelope of the electric field is 
governed by 

^£ = £(t)E(z,t) + R(z,t), (1) 

where £ is a linear operator describing the linear propagation characteristics and the 
nonlinear term R(z, t) accounts for the field induced changes of the gain and index 

R(z,t)= j°° h{t-t')\E(z,t')\2dt'E{z,t). (2) 
«/—oo 

Eqs. (1) and (2) are derived from the wave equation coupled with semi-classical density 
matrix equations for the material dynamics [9]. Relaxation of the carrier distributions 
by carrier-carrier and carrier-phonon scattering are described within the relaxation time 
approximation and the material polarization has been eliminated adiabatically. Then, the 
material dynamics is described by the material response function h(t), 

h(t) = hN{t) + hT{t) + hSBB(t) + hTPA{t), (3) 

767 



with terms accounting for carrier density changes, carrier heating, spectral holebuming 
and two-photon absorption. The real parts of these terms account for gain changes and 
the imaginary parts account for index changes [9]. 

Pump-and-probe dynamics:   In this case the input field to the waveguide is 

E(0,t) = Eo(0,t + r) + E1(0,t), (4) 

where EQ is the strong pump pulse, E\ is the weak probe, and r denotes the time delay 
between them. A perturbation calculation to first order in the pump intensity yields the 
following expression for the voltage change of the photo detector monitoring the probe 

AVR{T) + iAVi(r) = K j°° dt'H(t')G^{T - t'). 
«/—oo 

(5) 

AVR(T) is proportional to the probe intensity change as measured in a standard setup 
for studying gain dynamics [3, 4] and AVj(r) is the corresponding quadrature component 
(probe phase) as measured in a set-up for studying refractive index dynamics [5]. G^

2
\T) is 

the cross-correlation function of the input pulses, if is a constant and H(t) is the effective 
waveguide response function [9] 

H{t) = 
otoL r 

& 
>ioL - 1 + 4 2£o 

(e*L - 1 - &i) jy h(t). (6) 

Here, L is the waveguide length, £o the net gain, and £Q the gain slope (derivative of gain 
with respect to angular frequency). Higher order dispersive effects have been neglected. 
For simplicity we have considered the common experimental case of orthogonal pump and 
probe polarizations, but the theory can also be used to calculate coherent artifacts present 
for parallel polarizations [10]. 
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Fig. 1 Normalized pump-probe response for (a) gain dynamics AVR(T) and (b) index 
dynamics AV/(T). Dashed curves: without spectral effects (££ = 0). Solid curves: 
including spectral effects. The traces correspond to different photon energies for the 
pump and the probe pulses. Parameters as in [9], except the pulsewidth is 100 fs. 

Fig. 1 shows the calculated responses for a range of photon energies. The dashed curves cor- 
respond to neglecting spectral effects (£'0 = 0) and the solid curves include spectral effects. 
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For a detailed interpretation of the probe traces in the absence of spectral effects see [3, 9]. 
For the probe gain change, the appearance of a time derivative in the term proportional to 
£Q in Eq. (6) should be clear: The refractive index change induced by the pump corresponds 
to a probe phase change tp(t) (cf. Fig. 1(b)), i.e., a change of the instantaneous frequency 
6v(t) = d(p(t)/dt and therefore a gain change 6g(t) = (dg/du>)6v(t) = £'0d<p(t)/dt. We 
see that that the inclusion of spectral effects leads to a much more pronounced undula- 
tion of the probe gain change near zero delay time. Such strong undulations have been 
experimentally observed, but were ascribed to a delay in carrier heating [4, 5]. We should 
emphasize, that our theory does predict a delay given by the carrier-carrier scattering time 
(70 fs in the present case) of the gain change due to carrier heating. However, this delay 
only gives rise to the very small undulation seen in the dashed curve in Fig. 1(a) at the 
transparency point. 

Further support for the influence of spectral artifacts on short pulse pump-probe dynamics 
can be found in experimental data taken by Hultgren [11]. Since the gain slope at the 
transparency point increases with carrier density, the influence of spectral artifacts on the 
probe gain dynamics at the transparency point increases with density. The experimental 
data do show a pronounced increase with carrier density of probe gain undulations near 
zero time delay [11] and is in good agreement with theoretical predictions. The effect of a 
delay in carrier heating does not explain this dependence. 

Short pulse gain saturation: The model can also be used to calculate the saturation 
characteristics, when a semiconductor laser amplifier is being used for amplification of 
short optical pulses. In this case, the perturbation calculation is carried out for the self- 
induced gain change of a single input pulse. We find the following expression for the 3-dB 
input saturation energy J7,"', i.e., the input energy at which the amplifier gain is half of 
the small-signal value (exp(£o-£)): 

jrsat _  ft 1  ,-, 

*»       2(e6>* - 1) Re{-hB(t = 0) - 2i&A/(n = 0)/rp}" V ; 

Here, rp is the FWHM pulsewidth, ht(t) denotes the components of the material response 
h(t) whose decay time is slow compared to TP, and hf(£l) is the Fourier transform of the 
fast components. T/2 is a constant (near unity) depending on the pulse shape. Eq. (7) 
shows that the saturation energy depends on the pulsewidth: shorter pulses receive less 
gain due to the fast processes which lead to a saturation that depends on peak power 
rather than pulse energy. For pulses which are shorter than a few ps, the saturation 
by spectral holeburning and carrier heating are found to be as important as the usually 
considered effect of carrier density depletion (described by hjf(t)). The result derived here 
is in agreement with the numerical findings in [12] and the experimental results of [4]. 

Non-degenerate four-wave mixing: In the last few years it has been shown that wave- 
mixing in semiconductor laser amplifiers, besides offering a spectroscopic technique for 
investigating ultrafast carrier dynamic processes, can be utilized for photonic switching, 
i.e., frequency conversion and optical de-multiplexing. The efficiency of the four-wave 
mixing process can be easily calculated within the present framework. Taking the input 
field to the waveguide as the sum of a pump pulse AQ, and a probe pulse A\ with a 
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frequency detuning fi: 
E(0,t) = Ao(0,t) + A1(0,t)e~int, (8) 

we get the output energy U2 of the conjugate pulse generated at a frequency detuning — £2: 

1 t°° 
U2 = ^[eW - 1]2|M-")|2 /     |A1(0,t)Hi4o(0I*)|4*- (9) 

so •/—00 

We assumed the spectra of the pump, probe and conjugate fields to be non-overlapping 

and dispersion of the gain was neglected. Eq. (9 displays the well-known result, that the 

magnitude of the conjugate signal is determined by the Fourier transform of the material 
response function [8]. For pulses, the conjugate signal also depends on the overlap of 

the pump and probe pulses, see also [13], showing the potential for ultrafast switching 

applications. 

Eq. (9) is the result of a first-order perturbation calculation. Taking the calculations 

to second-order in the pump, one also gets the saturation behaviour of the conjugate 

signal for strong pump pulses. In agreement with [8, 13] we find an optimum conversion 

efficiency. However, due to the inclusion of saturation by the ultrafast carrier dynamic 

processes, which was not considered in [8, 13], the optimum conversion efficiency, and the 

pump energy at which it is attained, depend on the pulsewidth. 

Conclusion: We have developed a simple theory for analyzing ultrafast dynamic pro- 

cesses in active semiconductor waveguides. Its application to pump-probe dynamics, short 

pulse gain saturation and non-degenerate four-wave mixing has been demonstrated. 
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Gain in InGaAsP Based Lasers: Comparison of Models to Experiment 

M. S. Hybertsen, D.A. Ackerman, G.E. Shtengel, P.A. Morton, 
R.F. Kazarinov, G.A. Baraff, T. Tanbun-Ek and R.A. Logan 

AT&T Bell Laboratories, Murray Hill, New Jersey, 07974 

Gain in bulk and multiquantum well (MQW) active layer 1.3 um InGaAsP based lasers 
has been measured along with spontaneous emission, loss, transparency energy and 
carrier density in the subthreshold regime at room and elevated temperatures. The 
electronic states and optical properties have been calculated using an eight band kp 
model. The results of the models have been carefully compared to experiment showing 
several points of good agreement. The measurements show that the temperature 
sensitivity of the gain is crucial for understanding the well known low values of T0 in 
InGaAsP based lasers. The calculated results demonstrate that the temperature sensitivity 
of the gain depends on the structure e.g. bulk versus multiquantum well. However, the 
model does not show as strong a temperature sensitivity as found experimentally. 
Possible physical mechanisms are discussed. 

Modeling of laser performance has become increasingly important as the performance requirements for 
lasers in telecommunications applications have become more demanding. This is driving a move from 
qualitative modeling for guidance or intuition to quantitative analysis of the performance implications of 
specific design changes. The importance of direct modeling of crucial material properties such as optical 
gain is tied to the continued effort to exploit artificial structures, e.g. multiquantum well structures, to 
improve laser performance. A multidimensional design space must be mapped out including well width, 
material strain and barrier composition. At the same time, development of low cost, uncooled laser 
modules has brought renewed emphasis on the temperature dependence of laser performance. The T0 

parameter empirically describes the temperature sensitivity through 1& = Ioexp(T/T0). For InGaAsP based 
lasers, T0 is typically 60-80 K near room temperature, indicating substantial degradation of laser 
performance at elevated operating temperatures. A fundamental explanation for the low value of T0 in this 
material system remains a long standing puzzle at a time when the practical implications underscore its 
importance. 

Here we review our experimental and theoretical results for 1.3 um InGaAsP based lasers, both bulk 
active and multiquantum well devices [1-6]. We systematically compare the models with the data in order 
to provide an assessment of conventional gain models for these systems. This is a crucial part of 
developing quantitative, predictive models for material gain. We also address the temperature sensitivity of 
laser performance. Many explanations for the relatively low T0 (i.e. in comparison to GaAs based lasers) 
have been proposed, the most prevalent being the relatively larger contribution of Auger processes in 
InGaAsP based devices. We find that the temperature dependence of material gain is important in 
determining the low value of T0. This presents an important challenge for the model. 

Devices used in this study consisted of MQW and bulk active 1.3pm capped mesa buried 
heterostructure Fabry-Perot lasers containing either multi-quantum well (7 to 10 compressively strained 
quaternary wells) or bulk quaternary active regions. Laser cavities of ~1 urn width and -300 um length 
were surrounded by conventional InP current blocking layers. Lasers exhibit low current leakage with 
internal efficiency remaining high (-80%) over the measured temperature range (25-85 C). For each 
device, the modal gain and loss, as well as the spontaneous emission, were measured as a function of 
current below threshold. A direct determination of the transparency energy yields the average quasifermi 
level separation in the active region. The average carrier density in the active region was determined by 
integrating the measured differential lifetime over current, taking account of the internal efficiency and 
correcting for the effect of the finite load impedance. This was done for the temperature range 25-85 C. 
Details of the experimental techniques and relevant citations appear in Refs. [2,4-6]. 
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Figure 1.   Families of measured gain spectra as a function of photon energy for the 
indicated ranges of device current for a bulk active and a MQW active laser at 25 C. 

The electronic states for each constituent material are represented by an eight band k-p model. The 
needed input parameters are: (1) the Luttinger parameters which describe the light and heavy hole masses, 
(2) the momentum matrix element connecting the s-like and p-like bulk states at the zone center, (3) the 
conduction band effective mass, (4) the fundamental band gap, and (5) the spin-orbit splitting of the zone 
center valence band states. In addition, incorporation of epitaxial strain requires knowledge of several 
deformation potentials and the elastic compliance coefficients. The electronic states for heterostructures are 
calculated using the envelope function approximation. Details of the Hamiltonian, the parameters and the 
computational technique appear in Refs. [2,3]. This Hamiltonian naturally accounts for the non- 
parabolicity of the bands, including the light hole to heavy hole mixing and the anisotropy of the hole 
states. The widely used axial approximation has been tested as a special case and found to be sufficiently 
accurate in the present context The quasifermi levels are determined for each pumping level from the 
calculated density of states for electrons and holes. The optical absorption and spontaneous emission are 
then computed following the usual density matrix formulation. Broadening is included 
phenomenologically with a constant dephasing time of 0.1 ps, incorporated in such a way as to preserve the 
transparency energy as the quasifermi level separation. The many-body contribution to the quasifermi level 
separation is included as an overall shift. 

Figure 1 summarizes some of the basic experimental gain data. Modal gain, including mirror and 
distributed losses, is shown as a function of photon energy for a set of subthreshold currents. The direct 
measurement of the transparency energy for each current yields the diamonds. At these energies, the 
material gain is zero, so the modal gain corresponds to the other modal losses. For each current, the peak 
gain achieved by pumping the active material is obtained as the difference between the peak and the point 
indicated by the diamond. 

Bulk active lasers are modeled by quaternary composition (Ino.53Gao.47As)o.6(InP)04. The MQW 
region of the laser diode is modeled by an extended superlattice, expected to well represent the present 
situation with 7 to 10 wells. An example of the energy bands and density of states for such a superlattice is 
shown in Fig. 2. A single electron band is bound in the wells; the three dimensional density of states starts 
above the energy of the barrier. The first two hole subbands are of heavy-hole character while the third is 
the first light-hole derived subband. The density of states is far from the step function associated with a 
simple one-band model. Since the structure is within a few times kT of the band edges, this has an 
important influence on the degree of inversion achieved for a given amount of pumping. The structure in 
the hole density of states depends critically on the choice of well width and strain. A simple 
parameterization is the effective density of states parameter 

Nv =   J dE D(E)exp[(E-EvBM)/kT] 

which reduces to the familiar parameter in the limit of a single parabolic band. Figure 2 illustrates that this 
parameter is sensitive to the structure of the quantum well. 
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Figure 2. The calculated energy bands and corresponding density of states (DOS, in 
units of 1019states/eV-cm3) for the case of a superlattice with 70 A compressively 
strained wells and 100 A lattice matched barriers chosen to give a 0.94 eV band gap. The 
right hand panels survey the hole density of states parameter defined in the text as a 
function of well lattice mismatch (50 A well, top) and as a function of well width (0.8% 
lattice mismatch, bottom). 

Examples of calculated gain spectra are shown in Fig. 3. The range of density roughly covers the 
region from transparency to threshold. Qualitatively, the results agree well with the experimental curves. 
In particular, the MQW gain spectra are systematically narrower. However, quantitative comparison shows 
that the calculated spectra are too narrow. This can not be trivially resolved by a faster dephasing time 
(larger Lorentzian broadening) because the low energy tail has the wrong shape. 
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Energy  (eV) 

Figure 3. Calculated gain spectra for bulk active and MQW (bands in Fig. 2) active 
layer materials. Carrier densities: n = p = 1.2, 1.4, 1.6, 1.8 and 2.0 x 1018 cm-3 for the 
bulk case; n = p = 0.7,0.8,0.9,1.0 and 1.1 x 1018 cm-3 for the superlattice case. 

For the bulk active case, the measured chemical potential (quasifermi level separation) and the peak 
modal gain are shown as a function of density in Fig. 4. The calculated results are shown for comparison. 
The calculated quasifermi level separation, including a many-body correction, agrees well with the 
measured transparency energy as a function of density and temperature. This suggests that the calculated 
density of states is accurate for the bulk material. The calculated peak modal gain at room temperature 
yields a differential gain which is larger than experiment and a transparency density which is also too large. 
The gain observed in the data at lower density is not reproduced. This may largely be due to the 
discrepancy between theory and experiment for the width and shape of the gain spectra noted above. The 
measured gain as a function of density at 85 C indicates a substantial temperature sensitivity which the 
model underestimates. The differential gain is measured to drop noticeably with a corresponding increase 
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Figure 4. Comparison of the model (lines) to experiment (solid circles) for the chemical 
potential and peak modal gain as a function of density for the bulk active 1.3 pm device 
at room temperature and 85 C. 

in the threshold carrier density. The measurements for the MQW active layer devices show similar trends. 
The comparison with the model calculations is complicated by the carrier spill-over into the separate 
confinement layers surrounding the MQW region. 

The temperature sensitivity of the gain can be parameterized empirically by a "T0 g" parameter assigned 
either to the threshold density or to the differential gain near threshold. These are measured to be in the 
range of 100 K, showing that the changes in the gain with temperature are a crucial factor in determining 
the overall low value of T0 for these devices. As Fig. 4 illustrates, the model overestimates T0ig, giving 
values in the range of 200 K. However, the calculations show that the band structure of the active layer 
does play a role. The T0,g for MQW material is systematically lower. Also, simplified models which only 
account for a single parabolic band for electrons and holes yield values of T0 g which are substantially too 
large. 

It remains a challenge to quantitatively model all the processes which contribute to the gain spectrum 
and its dependence on temperature and carrier density. The present work highlights the importance of the 
broadening of the gain. A theory beyond the simple dephasing time approximation is clearly required. In 
addition, inhomogeneous broadening may be important, including the role of p-type dopants (Zn) and the 
possibility of spinodal decomposition of quaternary alloys. Despite these shortcomings, the present gain 
model provides semiquantitative guidance for design decisions in the multidimensional parameter space of 
MQW laser active layers. 

[1] D.A. Ackerman, P.A. Morton, GE. Shtengel, M.S. Hybertsen, RE. Kazarinov, T. Tanbun-Ek and 
R.A. Logan, "Analysis of T0 in 1.3 um multi-quantum-well and bulk active lasers," Appl. Phys. 
Lett., vol. 66, pp. 2613-2615, 1995. 

[2] D.A. Ackerman, G.E. Shtengel, M.S. Hybertsen, P.A. Morton, R.F. Kazarinov, T. Tanbun-Ek and 
R.A. Logan, "Analysis of gain in determining T0 in 1.3|jm semiconductor lasers," IEEE J. of 
Selected Topics in Quantum Electronics, vol. 1, pp. 250-263,1995. 

[3] M.S. Hybertsen, R.F. Kazarinov, G.A. Baraff, D.A. Ackerman, G.E. Shtengel, P.A. Morton, T. 
Tanbun-Ek and R.A. Logan, "Modeling of gain for InGaAsP based lasers," SPIE Proceedings 
Series, vol. 2399, pp. 132-145,1995. 

[4] G.E. Shtengel and DA. Ackerman, "Internal optical loss measurements in 1.3 ujn InGaAsP lasers," 
Electron. Lett., vol. 31, pp. 1157-1159,1995. 

[5] GE. Shtengel, D.A. Ackerman, P.A. Morton, EJ. Flynn, and M.S. Hybertsen, "Impedence- 
corrected carrier lifetime measurements in semiconductor lasers," to be published, Appl. Phys. Lett., 
vol. 67, no. 11,1995. 

[6] GE. Shtengel, D.A. Ackerman, and P.A. Morton, "True Carrier Lifetime Measurements of 
Semiconductor lasers," accepted for publication, Electron. Lett. 

774 



Role of Carrier Transport and Spectral Hole Burning in the Modulation Response of 
Semiconductor Quantum-Well Lasers 

Karl Hess and Matt Grupen 
Beckman Institute 

University of Illinois 

Much research has been devoted to gain nonlinearities in quantum-well (QW) laser 
diodes due to their influence on the dynamic response [l]-[6]. Although the nonlinearities 
may manifest themselves in a variety of ways, they are all associated with some form of 
carrier transport. For example, frequency chirp is due to variations in the index of refraction 
that result from the modulation of carrier densities in the QW and the separate confine- 
ment heterostructure (SCH) [7]. The low frequency rolloff in the intensity modulation (IM) 
response results from carrier leakage over the QW [8]. Also, the height of the resonant peak 
in the IM response depends on carrier transport in energy space, i.e. intrasubband scat- 
tering [9]. This paper will discuss the modeling of carrier transport using the Minilase-II 
laser simulator. Results will also be presented to illustrate transport effects and the effects 
of violations of local charge neutrality on the IM responses of single (SQW) and multiple 
quantum-well (MQW) lasers. 
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(a) Simulated small signal IM responses for different capture rates, (b) The 
the electron densities and photon population as functions of time after a small 
external bias. The densities are plotted at certain key locations within the laser 
1 ps. 

Leakage current in a QW laser leads to additional diffusion capacitance which causes a 
low frequency rolloff that degrades the IM response [8]. As a result, explicitly treating the 
capture of injected carriers into the QW is very important for predicting the IM character- 
istics. Minilase-II models the capture process by treating quantum carriers that occupy the 
quasi-continuum states above the well separately from quantum carriers that occupy bound 
states inside the well.   Continuum carriers can scatter into the bound states, resulting in 
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a net capture rate, or they can thermionically emit back into the bulk SCH. Carriers that 
are not captured contribute to the diffusion capacitance that degrades the IM response. 
Figure 1(a) shows a set of modulation responses calculated for a given SQW laser and a 
given bias using different capture rates. Figure 1(b) shows the time evolution of the photon 
population and electron densities resulting from a small change in bias current as calculated 
for Tcap = 1 ps. The curve labeled "continuum" refers to electrons in the quasi-continuum 
states above the well. The small increase in this density corresponds to a small amount of 
gain saturation that slightly decreases the height of the resonant peak. The curve labeled 
"p-SCH" shows a significant increase in minority electrons on the p-side of the bulk SCH. 
This increase in minority electrons corresponds to the charging of a diffusion capacitance 
that causes the significant low frequency rolloff observed in Figure 1(a). 
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(a) (b) 
Figure 2:  (a) IM responses for a set of lasers with different numbers of QW's.   (b) The 
nonuniform distribution of bound electrons and holes in the seven QW's. 

An obvious way to reduce the leakage current is to use multiple quantum wells. Figure 
2(a) shows IM responses for a set of lasers that differ only in the number of QW's. Each 
laser is biased at 50 mA, corresponding to single facet output powers of about 26 mW. The 
low frequency range shows that the leakage current decreases with each additional QW. 
However, Figure 2(a) also shows that the resonant frequency, cjres, first increases when the 
number of wells is increased from one to three but then decreases when the number of wells is 
increased further. This anomalous decrease in wres can be explained with Figure 2(b), which 
shows the densities of bound electrons and holes in the seven QW laser. The positions of the 
QW's are revealed by the variations in the conduction and valence band edges. The electrons 
are plotted such that their densities increase towards the conduction band, while the holes 
increase towards the valence band. The figure shows that the distributions of bound carriers 
are highly nonuniform. This nonuniformity becomes more severe with additional QW's and 
increased forward bias. Consequently, a small increase in the bias causes the occupation 
probability of the lasing states in the two wells closest to the p-side to actually decrease. 
The result is a decrease in the total differential gain and a decrease in uTes. 

In addition to real space transport, Minilase-II also treats carrier transport in energy 
space, i.e. spectral hole burning. It does this by dividing each QW into several real space 
cross sections. The bound energy range of each cross section is then discretized, and the 
net capture rate into each energy point is balanced with the recombination at that point 
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and the net scattering rate from all other energy points in the cross section. The simulator 
iterates between this spectral problem and the real space problem until both are satisfied 
self-consistently. Figure 3(a) shows three simulated IM responses calculated for the same 
laser under the same bias conditions. The simulations use different intrasubband scattering 
rates, as indicated by the labels on the responses. The figure shows that the low frequency 
rolloff is similar for each response. This indicates that spectral hole burning does not signif- 
icantly affect the coupling of the bound states with the surrounding bulk states. However, 
the figure also shows that an intrasubband scattering rate of 1013 s"1 results in a significant 
decrease in the differential gain and the height of the resonant peak. 
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Figure 3: (a) IM responses calculated for the same laser and the same bias using different 
intrasubband scattering rates, (b) The difference between the bound electron distribution 
calculated for the rscat = 0.1 ps case and a quasi-Fermi distribution corresponding to the 
same electron density. 

The decrease in differential gain due to spectral hole burning is also apparent from Figure 
3(b), which shows the difference between the calculated electron distribution, /, and a quasi- 
Fermi distribution, /o, corresponding to the same electron density. The rapid depletion of 
the lasing state by stimulated emission and the capture of higher energy carriers from the 
continuum states causes an increase in the average energy of the carriers when compared to 
the quasi-Fermi distribution. Note from Figure 3(b) that a very small perturbation of the 
distribution function, < 1%, results in significant gain saturation. The figure also shows the 
effect of collision broadening on spectral hole burning. The inset of Figure 3(b) shows that 
an unbroadened optical transition produces a sharp and deep spectral hole at relatively low 
output powers when compared to a broadened transition. This result implies that collision 
broadening prevents the IM response from becoming overdamped by spectral hole burning. 

We have presented here some of the salient features of Minilase-II, which, to our knowl- 
edge, is the first self-consistent laser simulator to explicitly treat carrier capture and spectral 
hole burning. The simulator shows that the carrier capture efficiency has very significant 
effects on the IM responses of both SQW and MQW lasers. Minilase-II also shows that stim- 
ulated emission can produce depletion and "heating" of the bound carriers which, although 
small in magnitude, can lead to sizeable gain saturation. 
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Vertical-cavity surface-emitting lasers (vcsels) are presently the subject of intense research due to their 
potential as compact, efficient, astigmatic laser sources for a number of important applications. Of special 
interest are the index-guided vcsels fabricated by selective oxidation, which have recently resulted in devices 
with record low thresholds[l] and record high wallplug efficiencies^]. At present these devices are poorly 
understood at best, and their ultimate potential has yet to be realized. Unfortunately, their complexity pre- 
cludes optimization based solely upon empirical methods, and points instead to the need for a comprehensive 
model. 

In order to better understand the operation of these lasers and to allow accurate design optimization, we 
have constructed a highly-sophisticated and complete numerical model that simulates virtually all major 
device processes. This is the first vcsel simulation to include self-consistently the effects of thermal and car- 
rier transport with a multimode optical model, so as to explore the onset of higher-order lateral modes. In par- 
ticular, we include the following physical processes modeled in 3D (assuming cylindrical symmetry): (1) The 
Ohmic transport of carriers through the cladding layers to an active region, including anisotropic conductiv- 
ities, (2) The transport of heat towards a heat sink beneath the substrate, including source terms from Ohmic 
dissipation, non-radiative recombination and reabsorbed laser radiation, (3) The diffusion of carriers inside 
the quantum well, and their recombination via spontaneous emission, stimulated emission, and non-radiative 
processes (both through traps and Auger transitions), (4) The cw behavior of five different optical cavity 
modes, denoted by their assumed azimuthal dependences of the form exp [±im<p] , with m = 0 -4, and (5) 
The interaction of each of these modes with carriers in the quantum well through a comprehensive gain model 
that includes effects arising from the strained band structure of our InGaAs quantum well. 

Our optical model is based on a modified effective index method derived specifically for use in optical 
cavities[3]. This model simplifies the computation of the optical field by removing the spatial dependence 
normal to the mirror layers by integration, resulting in an effective index that depends (for cylindrically sym- 
metric devices) only upon the radial coordinate. The resulting time-dependent Maxwell equation for the sca- 
lar field then has the form of a beam propagation equation and is solved using the familiar Thomas algorithm. 
When applied to the selectively oxidized vcsel structure shown in Fig. 1, this technique predicts an effective 
index step induced by the oxide layers that is different from that calculated from simple integral averaging 
methods, but in agreement with a value inferred from measurements of lateral mode spacing below thresh- 
old^]. 

We have applied our comprehensive model to the simulation of selectively-oxidized lasers shown sche- 
matically in Fig. 1 with varying oxide apertures. Although the lasers were fabricated with square apertures, 
we performed the simulation assuming cylindrical symmetry with radii determined by equating areas. A typ- 
ical result for a 3-|im diameter device is shown in Fig. 2. As can be seen, overall agreement is good, but the 
predicted performance is systematically better than the measured performance, with regard to threshold, out- 
put power, and quantum efficiency. We understand this discrepancy in terms of an extra "scattering" loss 
caused by the low-index oxide layer. This loss is not accounted for by the effective-index model, which aver- 
ages the change in index over the wave profile, thus effectively washing out any large index variations. This 
procedure accurately predicts lateral confinement but cannot account for the excess scattering. The latter is 
studied by solving for the mode using a 2D finite-difference code that treats field variations in both the vertical 
and later directions. Modal losses calculated using this technique may then be inserted into the vcsel code for 
each lateral mode of interest. 

779 



1. G. M. Yang, M. H. MacDougal, and P. D. Dapkus, "Ultralow threshold VCSELs fabricated by selective 
oxidation from all epitaxial structure", Conference on Lasers and Electrooptics, paper CPD4-1, Balti- 
more, MA, May 21-26,1995. 

2. K. L. Lear, K. D. Choquette, R. P. Schneider, Jr., S. P. Kilcoyne, and K. M. Geib, "Selectively Oxidized 
Vertical Cavity Surface Emitting Lasers with 50% Power Conversion Efficiency", Electron. Lett Vol. 31, 
No.3,p208-209(1995). 

3. G. R. Hadley, "Effective index model for vertical-cavity surface-emitting lasers", Optics Lett. Vol. 20, No. 
13,pl483-1485(1995). 

4. K. L. Lear, K. D. Choquette, R. P. Schneider, Jr., S. P. Kilcoyne, "Modal analysis of a small surface-emitting 
laser with a selectively-oxidized waveguide", App. Phys. Lett. 66, p2616-2618(1995). 

Oxidized     Current 
Layer       Aperture    Qoma 

p-DBR = 

* 

ft/////*////////    "»vUIl/ / 
\\\%**^sv\\vv 

n-DBR 

Figure 1. 

0.0 

1.0 - 

Diameter = 3 |im                      „ ' ' 
0B ,' 

* ,' 
E ,'                 ^^ 

   Data                                           ,'              ^^ go.«  Theory                                 ,-'            ^^ 
0. ,'                *r 

1 y   ^/^ 
S ,'     ^^ 
O 0.4 ,*           ^s^ 

*> ,*          J^ 

V- f "              J^ 
s'          J^ 

s"              jS^ 
0.2 *"    ^^ 

S' ^^ 
,'        .X^ 

,''^S^ 

.-T^r  i   ....   i   ....   i   ....    i    ....   i   .,    . 
0.4 0.6 

Drive Current (mA) 
03 

Figure 2. 

780 



Propagation of Defects in Hot-Carrier Degradation of LDD NMOSFETs 
from the Early Mode to the Late Mode 

A. Raychaudhuri*, W.S. Kwan* M.J. Deen#, and M.LH. King* 
#School of Engineering Science, Simon Fräser University, Burnaby, B.C., 

Canada V5A 1S6 
»Northern Telecom Limited, 185 Corkstown Road, Nepean, Ontario, 

Canada K2H 8V4 

The purpose of this work is to model the propagation of defects from the spacer region of an LDD 
NMOSFET into the region under the gate using measurements and 2-D device simulation (MEDICI [1]). 
The reason for the two-stage degradation (see figs. 1 & 2) [2-7] is shown to be the saturating nature of the 
length of the degraded region that expands with stress, as opposed to defects accumulating at one place 
with increasing barrier height to defect creation (<t>it) [4], or decreasing lateral electric field (Em) [6]. All 
MOSFETs tested/simulated had mask L=0.8 um, Tox=l75 A, spacer length of 0.2 urn, LDD P-dose of 
2xl013/cm2at40keV. 

Based on the gate currents (IG) (see fig. 3) obtained from a floating gate (FG) measurement [8,9], we use 
the Lucky-Electron Model (LEM) [10] to calculate the evolution of the barrier height to electron injection 
(<!>£,) (see fig. 4) in the early mode of the degradation. The corresponding evolution of the parasitic drain 
resistance (RD), extracted from reverse saturation transconductances (gm>sat) usino a new method [11] is 
superimposed on the §b evolutioa Remarkable correlation between these two evolutions point to a region 
with negative trapped charges in the oxide near the interface over the gate edge region, indicated by 
Region 1 in fig. 9. From extensive simulations, we found that using 2.5xl018 /cm3 trapped electrons over 
100Ä above the interface matches with our calculated §b (~0.6eV) and simulates an equivalent potential 
barrier (see fig. 5). The simulations based on this damage also agree well with the drop and flattening of IQ 

(see fig. 3), drop in IB (see fig. 6), linear ID degradation with gate bias (fig. 7), and the voltage shifts in the 
reverse saturation IQ-VQ characteristics (fig. 8), measured before and after the FG cycles. Thus, the 
location and quantity of the defects corresponds to the early mode of the degradation where Rp increase is 
the main phenomenon [12]. On the other hand, placing the damage region before the electron temperature 
peaks, marked as Region 2 in fig. 9, does not produce matching simulation results as indicated in figs. 6-8. 
However, the simulated trend of the degradation with defects placed in Region 2 matches the late mode of 
degradation, where Iß increases, linear ID degradation falls with gate bias [2], and VT shifts occur. These 
observations coupled with the simulated lateral electron temperature (Tc) profiles (figs. 9-11) indicate the 
following points. 1. The defects attract the Te peaks outwards and the damage profile moves inwards with 
stress. 2. The negatively charged defects, whatever their position, always increase the interfacial peak Tc 

(see fig. 10); however, their location influences the pushing of the electron currents below the interface 
(see fig. 11), thus affecting IB (see figs 2 and 6), and possibly determining the physics of the degradation - 
RD increase versus mobility degradation/Vy shift. 
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Based on the above picture, we assume a saturated damage region of a fixed number of interfacial defects 
moves with stressing time t, and that Nit is given by a function of (t-(ID/W)'exp[-tyil/(q'kEJ]) [3], where X is 
electron mean free path, W is device width, q is electronic charge, and Em is the maxima of lateral electric 
field (E) profile. We can show that the damage region length x increases with time t as 

-•/»(f) 

-^-+/»(f) 

where £m corresponds to the Tc maxima under damage for a particular stress VGS in fig. 9, and s is the 

magnitude of the slope of £ versus x into the channel as obtained by converting the slope of linearly falling 
Tc's into that of £'s. Using expressions for Em and E versus Tc from [13], and using a value of 7.3 nm [13] 
for X, we plot x vs. t for VGS=5V and F£,5=7.5V in fig. 12. The two-stage saturating nature of growth of the 

degradation length is evident from this qualitative picture, for which t0 was taken to be 100s, to roughly 
match the degradation length after the early mode degradation. This figure suggests that it will take about 
10 years to reach a degradation length of just above .1 urn. Further work needs to be done to correlate the 
current degradation to x, and to consider non-uniform density of defect sites along the length. But, the eqn. 
(1) tells us that for fixed density of defect sites along the interface, the growth of the degraded region is 

indepenent of the number of defect sites. 
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Introduction 

The performance of MOS-transistors has progressed significantly over the recent 
years. This is due to experience built-up and much better process and device simulations. 
This has lead to the development of Technology-CAD (TCAD). TCAD enables one to 
achieve optimum performance within a given technology without having to build costly test 
lots [1]. The TCAD tools used in this paper are from Silvaco Data Systems [2]. Among the 
most important ones are Athena (process simulation) and Atlas (device simulation). 

Inside a BiCMOS technology [3] and thanks to TCAD, new MOS-devices have been 
developed. First, a Vertical-double Diffused MOSFET with a Terraced-Gate (TG-VDMOS) 
is studied. The unique gate structure of the TG-VDMOS reduces the on-state resistance, 
without increasing the device's area, resulting in improved power performance. Secondly, 
Symmetrical-DMOSs (SDMOS) are shown to be well suited as a switch for x-Si Active 
Matrix Liquid-Crystal Displays (AMLCD) where high driving voltages are required. 

TG-VDMOS 

Terraced-gate VDMOS is made by forming a thick oxide layer on the gate-drain 
overlapping region. Such Terraced-gate [4] is the result of a controlled LOCOS [5] process. 
The cross section of the TG-VDMOS is shown in Fig. 1. 

Process simulation: The input syntax of TCAD simulators permits the development of 2D- 
physical structures by means of a baseline process flow that results from real processing 
steps. The process flow is modular: starting from a core CMOS process, a TG-VDMOS is 
added as a module. The n-type silicon surface is subjected to a dry thermal oxidation in a 
manner to grow a basic pad-oxide where the field oxide and the gate oxide will be defined, 
following a LOCOS process. The field oxide is grown at 1000 C under wet oxidation 
conditions. Onto this, some 0.4 um of polycrystalline silicon, heavily doped with 
phosphorous, is deposited. This forms finally the Terraced-gate. Then, the core CMOS 
subsequent process steps complete the structure. For process simulation, we make use of fact 
that the TG-VDMOS structure is symmetrical; a mirror and a stretching (control of the TG- 
length) operations give the final device structures. Fig. 1 shows the simulated structure. The 
drain is located at the backside of the substrate. The gate oxide film and the field oxide 
thickness' are respectively 410 Ä and 6700 A. The resulting lateral channel length is 4 urn. The 
distance between the two p-bodies is 10 urn for a constant device length and width of 21.5 |im 
and 1 urn, respectively. 

785 



a&/* -    4 "*** ^Ä£±&jj 

; Q«P» /* \ 

0.00024- 

0.00032- 

©  0.000'*— 

3  0.00013— 
V 

p .-» 

"!MT"A,n.Ll'l.Ll' 
Microns 

V / 

M 
£#/ 

!/{/' 

Fig. 1: Cross section 
Terraced-gate length 
junctions are drawn. 

of a simulated 6 p.m 
VDMOS;    the    p/n 

0 f  '  I  '  i—r~~i—^~r^—i—""i—r~i—'—r 6 2 ' A i 10 12 14 t« 

Droin  bias, V 

Fig. 2: Simulated output characteristics of TG- 
VDMOS normalised on 1 urn channel length 
width. 

Device simulation: The device simulation consists of a 2D-cömputation of the potential, 
electron, hole, and energy distributions inside the structure as a function of the applied bias. 
This computation is done by using finite element approximations to Poisson's and electron 
and hole continuity equations. Fig. 2 shows the simulated I-V output characteristics for 3 gate 
to source voltages and 2 devices configurations having a 6 urn TG and no TG. The current- 
voltage characteristics are normalised on 1 urn channel width. The output characteristics are 
modified in the linear and saturation region owing to the TG existence leading to a better Ron. 
The explanation of this phenomenon is given by the simulation results: the improvement in 
Ron is due to an improved separation of the current flows thanks to the TG presence. 
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Fig. 4: Experimental I-V characteristics of 37 
paralleled Hexagonal TG-VDMOS. 

Device fabrication and measurement: In order to obtain a dense stacking, the TG-VDMOS 
are made hexagonal and paralleled. Experimental devices were fabricated following the 
BiCMOS technology briefly described above [3]. A photograph of the chip is shown in Fig. 
3. The hexagonal white shape contrast is due to the 6 um TG thicker oxide presence between 
the devices. The gate oxide and the field oxide thickness' are respectively 800 Ä and 12500 
Ä. The I-V characteristics of 37 paralleled HEX-TG-VDMOS are shown in fig. 4. It is an 
overlay plot of output characteristics for 3 gate to source bias conditions for 2 devices 
comparable with ones used for building fig. 2. The main conclusion extracted from these 
curves, as expected from simulations, is that the Ron is greatly improved for the structure 
with a TG. A TG leads also to slightly higher source to drain current saturation. 
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S-DMOS 

Transmissive single-crystal silicon Active Matrix Liquid Crystal Displays (x-Si 
AMLCDs) are rapidly moving from development to production [6]. These displays are 
formed by a unique process in which the active matrix circuits are fabricated as integrated 
circuits (ICs) on silicon wafers and subsequently transferred to glass for LCD assembly. The 
active matrix circuit is formed using standard CMOS design rules and processing instead of 
thin-film technologies. This means that the AM circuits can be fabricated in an existing IC 
facility (BiCMOS technology [3]) using NMOS (or PMOS) that is typically designed to 
operate at less than 18 V [7]. However, a higher operating voltage is needed for some liquid 
crystals. At this point, the supported working voltage can be increased by implementing the 
AM circuit with high voltage DMOS transistors (100 V) of the BiCMOS technology. But 
DMOSs are not ideal because they are not symmetric. So, based on DMOSs, new devices 
have been developed: Symmetrical-DMOSs (SDMOSs) which still support high voltages. 

Experimental n-MOS: For display applications, the important criteria are a high drive voltage 
and a low off-current characteristics of the pixel transistor. Fig. 5 shows such experimental 
current-voltage characteristic of a n-MOS transistor which sustains a breakdown voltage of 
18 V. Note that the off-current is lower than 1 pA while the drive current approaches 1 mA 
for this single gate transistor having a 15 urn channel width and 15 um channel length. This 
is representative of what can be achieved in the CMOS circuitry for a pixel switch. 
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Fig. 5: Experimental current-voltage characte- 
ristic for a 15 |am width x-Si n-MOS transistor 
(to compare with the SDMOS). 

Fig. 6: Simulated current-voltage characteris- 
tics   for   a   n-SDMOS   described   in   insert. 

Process simulation: The electrical performance of the x-Si devices are equivalent before and 
after transfer to glass substrates. Here, non-transferred n-type SDMOS devices are depicted. 
The process is similar to the TG-VDMOS, only a buried layer and n-type TUB is added. The 
schematic cross section of a normal n-DMOS and the derived n-SDMOS are given as an 
insert in fig. 6. The channel is located in a p-epi layer. 

Device simulation: Fig. 6 shows the simulated current-voltage characteristics of a n-channel 
SDMOS for two drain to source voltages (0 and 30 V). In the off-state (Vgs<0), the current is 
limited by the p-n junction between the channel and the NTUB and by the intrinsic resistivity 
of Silicon. For Vgs larger than the threshold voltage Vt, a n-type channel is formed. From the 
device simulation, we found that the output characteristics are similar to the classical n-MOS 
transistor with linear and saturation regions. As a result, the off and on current are 
comparable to conventional n-MOS but with a much higher avalanche breakdown. 
Consequently, SDMOS can be used in AMLCD as a pixel switch replacing a low voltage n- 
MOS switch. 
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Conclusions 

The use of simulation tools has proven to be a valuable aid in the development and 
characterisation of new type of structures while reducing the cost. Based on a BiCMOS 
technology, process and device simulation tools have been used to study new devices: Terraced- 
gate VDMOS and Symmetrical-DMOS transistors. 

The terraced-gate technique gives the possibility to decrease the total resistance 
without increasing the device's area and to avoid technological limitations and parasitic 
phenomena related to small dimensions. Nevertheless, there are some requirements: the 
optimum TG-VDMOS, in point of view of the minimum Ron achievement, depends mainly on 
device layout .considerations. TCAD simulations is really suited for such considerations. 

N-type SDMOS as a pixel switch allows to use higher voltage liquid-crystal materials 
in silicon active matrix displays. Its output characteristics are comparable to classical n-MOS 
ones but with driving voltages up to 100 V. Moreover, storage and parasitic or overlapping 
capacitances, leakage currents in x-Si AMLCD using SDMOS can be evaluated with TCAD. 
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ß-MOS FET: a Novel High Performance Transistor 
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We have fabricated a ß (Bipolar Enhanced Transistor Action) MOS FET device which operates in 
combined FET and bipolar modes with extended operational voltage up to -4 volts due to gate- 

voltage-controlled base resistance of the parasitic lateral bipolar transistor. The p-channel ß-MOS FET 
showed dramatic improvements in transconductance by a factor of 4 while maintaining the same 
threshould voltage(=-lV) compared with conventional MOS structures. 

There have been attempts to incorporate bipolar action in MOSFET structure[l-2]. However, the 
reported devices operate basically in bipolar mode although the structure appears to be a MOSFET. As 
a result, the device operates only when the gate (base) voltage is below VF (=0.7V) of the base-emitter 
diode. On the other hand, high performance MOSFET is reported using ultrathin tunneling gate 
oxide[3]. Here we propose a new approach which is different from above approaches but has 
somewhat common features with both of them: a MOSFET with small gate-to substrate contact (some 
samples with ultrathin tunnel barrier) which operates in mixed bipolar-FET mode,while perfectly 
maintaining the MOSFET circuit configuration. 

The ß-MOS device has a generic MOS structure with single Boron diffusion source/drain except 
that there is small (0.3 - 0.5 \irrP in the present case) contact hole between the gate n+ -poly and the n- 
-substrate as shown in Fig.l. The structure can be regarded as a MOSFET with parasitic bipolar 
transistor whose emitter/collecor is 2 dimensional hole gas. The nominal gate oxide thickness was 
nominally 90Ä. Basically, we have investigated 3 types of structures plus one control structure 
(conventional MOSFET) as shown in Fig.2. Sample A has direct contact hole between gate and 
substrate, sample B and C have 15Ä and 30Ä of oxide inserted at the pinhole contact between poly 
and the substrate, respectively, in order to further reduce the gate leakage current. The gate electric 
field helps to control the gate-to-substrate resistance, which helps to soften the rapid increase of the 
gate leakage current at high gate biases as depicted in Fig. 1(b). 

Maximum transconductance of 325mS/mm and the saturation current of 100 mA/mm (with Vg set 
to -1.8 volt) were obtained with 1.3(im-gate-length device with no control-oxide at the interface of the 
pinhole contact as shown in Fig.3 and 4. The effect of inserted tunnel barrier is shown in Fig.5 and 
6. Sample A (0A oxide) operates with gate voltage up until -2V with quadrupled maximum 
transconductance. Sample B (15 A oxide) operates with extended gate voltage with only 50% increase 
in maximum transconductance. Sample C showed only 30% increase in maximaum gm. Gate-to- 
substrate contact size dependence on gm and Ig shows that the critical contact(gate-to sub.) size falls 
in 0.35(im below which parasitic BJT becomes depleted base mode as shown in Fig.7. 

Transconductance and Ig turn-on voltage dependence on gate length shows clearly that the ß-MOS 
superiority to conventional MOSFET develops rapidly in the short channel limit as shown in Fig.8. 

The present result demonstrates that the ß-MOS could be a candidate of a new type of high speed 
device in the era of deep submicron. 
[1] S.Verdonckt-Vanderbroek et al, IEEE TransElectron.Devices, Vol.38, pp.2487-2495(1991) 
[2] S.Verdonckt-Vanderbroek et al, IEEE Electron. Device Lett, Vol.13, pp.312-313 (1992) 
[3] HMomose et al, IEDM Tech.Dig. pp.593-596, 1994 
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Self-Consistent Model for Fully Depleted SOI/MOSFETs Including Self-Heating 

Yuhua Cheng*# and Tor A. Fjeldly* 
*DepL of Physical Electronics, Norwegian Inst. of Technology, N-7034 Trondheim, Norway 

# Institute of Microelectronics, Peking University, Beijing 100871, China 

Abstract- We present a new, physically based I-V model including self-heating for fully 
depleted SOI MOSFETs. The model is intended for use in circuit simulation and accounts for 
drain induced conductivity enhancement (DICE) and barrier lowering (DIBL) as well as channel 
length modulation (CLM), and describes the subthreshold, near threshold and above threshold 
regimes of operation using one single expression. It also ensures a continuous transition of 
current and conductance from the linear to the saturation regime. The model shows good 
agreement with measured data for devices with a wide range of channel lengths (down to 0.28 
Jim) and film thicknesses (94 nm - 162 nm). 

Introduction Thin film SOI/MOSFETs are becoming increasingly competitive with bulk 
MOSFETs in submicrometer CMOS applications, creating a need for accurate and efficient 
SOI/MOSFET models for use in circuit simulators. But it is well known that fully depleted SOI 
devices are particularly susceptible to self-heating effects (SHE) [1,2], which cause reduced 
drain current and negative differential conductance [3,4]. Up to now, the influence of SHE on 
the electrical characteristics of SOI devices has been simulated with two-dimensional device 
simulators (TDDS) incorporating heat flow [5], or by combining a temperature (7) rise model 
with an intrinsic I-V expression through an iteration procedure [6]. However, both the heavy 
calculations involved in TDDS and additional iterations are time consuming and inconvenient in 
circuit simulations. Instead, efficient analytical models with fully closed expressions are 
preferred for circuit CAD. 

A SPICE I-V model for fully-depleted SOI devices was recently suggested by Su et al. 
[7]. This model which is based on a bulk MOSFET model differs in principle from that of SOI 
devices in several repects, owing to fundamental differences in device staicture. Moreover, the 
influnce of SHE on the temperature-dependent parameters in the model cannot be determined 
self-consistently through the I-V model itself, and an extra optimization step is needed in order 
to obtain suitable parameters to fit the measured data. Hence, this model also tends to be 
inconvenient for use in SOI/MOSFET circuit simulation. 

Here, we present for the first time a unified, physically based I-V model including SHE 
for fully depleted SOI/MOSFETs with channel lengths down to the deep submicrometer range. 
The I-V expressions describe characteristics in the subthreshold, near-threshold and above- 
threshold regimes of operation using one single expression with a fully closed analytical form 
suitable for circuit simulators such as SPICE, but including SHE self-consistently. The model 
is in good agreement with measured data for devices of various channel lengths (down to 0.28 
|im) and film thicknesses. 

I-V model The present model is based on a previously developed unified SOI/MOSFET I-V 
model [8,9], but containing the temperature dependencies of key physical parameters, such as 
mobility [in, threshold voltage Vj, saturation velocity vs, and the impact ionization parameter 

ßj-. The following set of well know empirical relationships summarized from experiments were 

used to describe the temperature dependencies of these parameters [10,11]: (in = [ino(T/T0y
n, 

VT = VTo[l - (Tc - T0)ITy\, vs = 2.4xK)7/[l + 0.8exp(77600)], and   ß; = ß/0[l + (Tc - 

ToVTß].  To obtain an analytical model in a fully-closed form, the relationships for \in and vs 

are linearized as follows: \in = H«0[l - (Tc - T0)IT^, vs'
1 = v«,"1 [1 - (Tc - T0)/Tv].  Here Tc 

and T0 are the absolute temperatures of the silicon film and of the substrate, respectively, \ino , 

Vt0, vso and ß,-0 are parameter values at temperature T0 without self-heating, and T^, Tv, Ta, 
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and Tv are appropriate temperature coefficients for these parameters, all extractable from 
experiments. 

The temperature rise in the active silicon layer can be described by the expression [2]: 

Tc = To + RthIclVcls (1) 
where /jand V^ are drain current and the drain-source voltage, respectively, Rth = Kt0b/(kWL) 

is the thermal resistance of the buried oxide layer, t0b is the thickness and X is the thermal 

conductivity of this layer, W and L are channel width and length, and K is a fitting parameter to 
account for the effects ignored by the simple model. 

An analytical SOI/MOSFET I-V expression that includes SHE self-consistently can be 
found by combining (1) with the basic I-V model for the below-saturation regime [8,9], using 
the above temperature dependencies of the parameters: 

IDL = 7öi^ 
l+XRthIDLoVDS (2a) 

where 

Y_ !        VTO       
a"^vro/(a2^^y) + 2Ti^/(ga) 

h    ctVh0Tv 1-W(2vto) (2b) 
Here IDLO is the current in the linear regime and nso is the electron sheet charge density at the 
source side of the channel, both at the ambient temperature (Tc = T0) [8,9].   Furthermore, VDS 

is the intrinsic drain-source voltage and Vb0 - (anso + 2r\k.BT0lq)la, where a (body factor), T) 
(ideality factor) and a ~ qlc0f (c0f. front oxide capacitance per unit area) are parameters of the 
unified charge control model [12]. 

The expression for the intrinsic saturation voltage (including SHE) becomes: 

Va.n.-  2VSATo 

where 
X + ^-^thhAToVsATo (3a) 

X = l-Rih!sAToVsATo (3b) 
1 VTo       cinsoVTo/(a

2vl,Tv) + mkB/{qa) 

Tu    CLVh0Tv 2Vho/VSATo-l 

Here VSATO 
anci hATo are me saturation voltage and current at the room temperature [8,9]. 

The corresponding expression for the current in the saturation regime was derived using 
the requirement that the drain conductivity be continuous at the onset of saturation. Adding the 
series resistances, we also succeed in obtaining analytical expressions for the extrinsic I-V 
characteristics. A full account of these results will be reported elsewhere [13]. 

Results and Discussion The present I-V model is in good agreement with measured data 
for various channel lengths and film thicknesses in all regimes of device operation, as indicated 
in Figs. 1-4. Note that only one additional fitting factor (K in the thermal resistance) was used 
to include SHE. The results predicted by the model without SHE (letting Rth = 0) show 
significant deviation from the measured data at large current and bias levels where SHE is 
important [4]. Emipirical thermal parameters used for the computations are: r„ = 170 K, Ty = 

1000xVro K 7ß = 4760xßio K, and Tv = 1650 K. 

In Fig.l, the influence of SHE on the floating body effect is emphasized for a 1 fim 
device, indicating an increase in the breakdown voltage with SHE. In Figs. 2 and 3, we see 
that our model reproduces the measured I-V characteristics very well for devices of different 
geometries.   In particular, we have found that the behavior in the saturation regime is well 
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described by the present model in whole range of drain and gate biases used. For devices with 
serious SHE, our model predicts a clear negative differential resistance, with reduced drain 
current and increased breakdown voltage (not shown here).  In Fig.4, modeled and measured 
transfer characteristics at different back gate biases V5U^. are shown for a device with a 1.5 |im 
channel length. Again, the agreement is excellent, demonstrating that our model can describe 
the current characteristic both above and below threshold using a single closed-form expression. 

With the present model, the influence of SHE on physical parameters such as the 
saturation voltage, the CLM factor, and the impact ionization factor, were also analyzed. From 
this investigation, we find that (i) the saturation voltage increases with SHE; (ii) the voltage at 
the saturation point inside the channel is different from the saturation voltage and decreases 
strongly with increasing drain bias; (iii) the channel potential and electric field distributions are 
significantly influenced by SHE at large gate bias; causing a reduction in CLM and in the impact 
ionization rate. 

Summary A physically based unified I-V model for fully depleted SOI/MOSFETs including 
the effects of self-heating has been presented. The model offers improved accuracy, efficiency 
and convergence for use in circuit simulation. The model incorporates a wide range of 
important physical mechanisms related to short channel and thin film phenomena, to parasitic 
resistances, and to drain breakdown, ensuring a precise description of device operation in all 
regimes of operation. Comparing the model with measured data has demonstrated that the 
model can accurately reproduce measured I-V characteristics of devices with a wide range of 
geometric and process parameters. 

Acknowledgment: This work was supported by the Research Council of Norway. 
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3.2xl016cm''. Threshold voltage parameters: 
a0 = 0.015, V0 = 0.2 V, Vao = 1.2 V [12]. 
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Fig.2. Measured (open circles) and modeled 
(solid and dashed lines: with and without SHE) I- 
V characteristics of a 0.61 Jim n-SOI/MOSFET 
(data from T. C. Hsiao et al. [4]). Major model 
parameters are: R^ = 60Q, n„„ = 462 cm2/Vs, 0 

= 0.19, vso = 9.6xl06cm/s, n = 1.016, Nch = 

lxl015cm'\ Threshold voltage parameters: a0 = 

0.03, Va = 0.2 V, Vao = 1.2 V [12]. 
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Fig.3. Measured (open circles) and modeled 
(solid and dashed lines: with and without SHE) I- 
V characteristics of a 0.28 ^m n-SOI/MOSFET 
(data from T. C. Hsiao et al. [4]). Major model 
parameters are: Rlls = 140Q, u.„„ = 612 cm2/Vs, 

9 = 0.14, vso = 8.3x1 OWs, n = 1.026, Nch = 

lxl016cm"3. Threshold voltage parameters: o„ = 

0.06, Va = 0.2 V, VC(I= 1.2 V [12]. 
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Fig.4. Measured (open circles) and modeled 
transfer characteristics of a 1.5 |im n- 
SOI/MOSFET (Data from J. R. Davis et al. 
[14]). Major model parameters are: Räs = 20Q, 

Hno = 706 cnr/Vs, 8 = 0.09, v„, = 8.8xl06cm/s, 

ri = 1.46, Nch = 3.2xl016cm-3, Tl)b = 440 nm. 

Threshold voltage parameters: a() = 0.015, Va = 

0.2 V, Vatl = 1.2 V [12]. V& = 0.1 V. 
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Top-Gate Threshold Voltage Shifts Using an Individually Isolated Back Gate Bias 
in Dual-Gated P&N Channel Thin-Film SOI MOSFETs 

John P. Denton and Gerold W. Neudeck 
School of Electrical Engineering, Purdue University, West Lafayette, IN 47907-1285 USA 

Fully Depleted P and N-channel Dual-Gated Thin-Kim Silicon-on-Insulator (DG-TFSOI) 
MOSFETs have been fabricated with an individually isolated buried polysilicon backgate. Present 
technologies such as SIMOX and Wafer Bonding & Etch Back use the entire substrate as the 
bottom back gate. The structure in Figure 1 allows individual backgate operation for each 
device and is fabricated using Epitaxial Lateral Overgrowth(ELO) to form SOI Islands. This 
fabrication method allows the buried polysilicon gate to act as an subterranean interconnect to any 
number of devices or to the surface. It also used a thin thermal high quality low leakage and low 
interface state buried oxide, which has been a problem for the other technologies. The SOI Islands 
have a reported defect density of less than SIMOX or Bonded wafersfl]. A voltage controlled VT 
shift of the top gate by a second gate is important for low power circuits where the shift will boost 
drive currents and increase switching speeds, or turn the FET even more off by shifting the 
subthreshoid characteristics. Our fabricated devices show a 1 voit shift in top gate VT for a 3.75 
volt change in VBG. For high-dose SIMOX, a 14 volt substrate swing was necessary and for low- 
dose SIMOX, a 5 volt substrate change was is required for a 1 voit shift of the top gate Vr [2]. 
Process: Fabrication of the buried backgate P or N Channel DG-TFSOI MOSFET started with a 
N(100), 10-20 Q-cm, phosphorus doped silicon wafer. An RIE trench 450 nm deep was followed 
by a 180 nm oxidation, the oxidized trench was then filled with amorphous silicon (a-Si) 
deposited by LPCVD, then was heavily doped. The a-Si not needed on the surface of the wafer 
was removed via Chemical-Mechanical Polishing (CMP) (Fig. la). The wafer was oxidized to 
230 nm and the SOI active area was defined by lithography and a wet oxide etched. The exposed 
polysilicon backgate was thermally oxidized to 106 nm for the backgate buried oxide. Hence the 
SiO, recess was 162 nm deep and this defined the initial SOI thickness (Fig. lb). A seed window 
for the selective epitaxial growth of silicon (SEG) was defined next to the SOI recess. SEG 
(phosphorus doped at 8xl0"/cm3) was grown out of the seed window and into the recess by ELO 
(Fig. lc) [3]. The SEG growth above the SiOo field was removed with CMP using the SiO- as a 
local area etchstop for excellent thickness control (Fig. Id). The result is a SOI island isolated from 
all other islands, and its thickness is primarily defined by a double oxidation step. Subsequent top- 
gate processing consisted of a normal self-aligned S/D polysilicon gate MOSFET (Fig.le). For N- 
MOSFETs, the SEG was implanted with boron to convert to P-type material. After metallization 
"the resulting DG-TFSOI MOSFETs were then annealed in hydrogen at 450°C to minimize interface 
trap density. Table 1 shows the comparison of the physical dimensions between the P- and N- 
channei devices. The thin buried oxide is a great improvement over SIMOX in leakage, uniformity, 
low interface states and can be make at least 5-8 times thinner thatn high dose. Results: A DG- 
TFSOI MOSFET has operation in: topgate active and backgate as a bias (TG); topgate as a bias and 
backgate active (BG); topgate and backgate both active (DG). The devices were tested in all three 
modes and the normalized device parameters extracted are presented in Table 2. Note the low 
values of Dv and the small values of S for the thicknesses of the oxides used. Top-gate VT 
operation versus backgate bias for P-devices is shown in Fig. 2 and VT shift versus backgate bias 
in Fig. 3 which shows a nice linear region. The N-channel devices are shown in Fig. 4 while Fig. 
5 shows the P-device S change in slope and value with backgate bias. Hence the device can be 
tumed-off more by several orders of magnitude. Tne VT shift sensitivity can be engineered by the 
thickness of the thermally grown backgate oxide which can be 20nm using nitrided oxides. 
[1]J Kessler. J. Glenn Jr.. G. Neudeck. "Microlectronic Engr., V.28, No. 1-4, p 435-438, 199:5. 
[2] Shoichi Masui. etal, 1994 IEEE Inter. SOI Conf. Proceedings, pp83, Oct 1994. 
[3] J. L. Glenn. G. Neudeck, et ai„ Applied Physics Letters, Vol. 60. No. 4, pp 483, 1992. 
[4] P. C. Yang and S. S. Li, Solid-State Electr., Vol. 36. No. 5. pp 801. 1993. 
[5] H. K. Lim and J. G. Fossum, IEEE Trans. Electron Devices. ED-30, pp 1244, 1983. 
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Figure 2. Threshold voltage operation of P-channel 
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Figure 1 P or N Channel Fully Depleted Dual Gated SOI MOSFET 
with an Individually Isolated Buried Bottom Gate with a Thin Thermal Oxide 
That Also Serves as an Interconnection Level 
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Figure 4. Threshold voltage shift for N-channei 

DG-TFSOI MOSFET versus applied backgate voltage (Vbg). 



Table 1 

Table 

Summary of physical dimensions for N-channel and P-channel DG TFSOI 
MOSFETs 

Device Dimensions 

parameter N-channel P-channel 

SOI thiclcness 965Ä 1450Ä 

topgate oxide 575Ä 550Ä 

backgate oxide 1060Ä 1060Ä 

drawn L 2.0jun 2.0um 

-IE-M; 
l. 4oa -4. BOT 

.7000/dlv      C  VJ 

Summary of normalized electrical parameters extracted from N-channei  figure 5. Topgate subthreshold charaaeristics versus backgai 
and P-channel DG-TFSOI MOSFETs. The bias conditions were ID,„ at voltaoe fV,. 1 fnrP^hann.i TV ircm, j- ,., 
VG-VT= 5V, V^SV, the transcondnctance at Vd$=100mV, D^'were       ^  (vbg)forP<bannei DG-TFSOI MOSFET. 
extracted by the threshold shift method [4,5]. P-Channel devices were 
negatively biased. In TG and BG cases, the opposite gate was biased to 0 
volts. 

N-channel P-channel 

Parameter TG BG DG TG BG DG 

ID.« (HA) 295 84.8 470 -122 -128 -234 

S (mWdec) 108 449 83 97 188 70 

Leakage (pA) <1 <1 <1 <1 <1 <1 

V,(v) 1.14 1.72 0.82 -0.66 -1.39 -0.46 

gm(HS) 6.5 1.48 8.76 2.16 1.09 3.4 

Dit (xiO",cm-2eV-1) 2.6 4.6 - 5.7 7.5 - 

CuA) 

£75. O. 

67. SO 
/dlvj 

Buried Gate 

. nono 
. orjco 

vos .5000/dlv       <   V> 
5. ODO 

Figure 6. IDS versus Vg-Vt for the topgate ^-channel 
DG-TFSOI MOSFET. 
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Future Trend of Scaled LSI Devices and Single 
Electronics 

Toshiro Hiramoto 
University of Tokyo 

Institute of Industrial Science 
7-22-1 Roppongi, Minato-ku, Tokyo 106, Japan 

The feature size of LSI devices has been reduced drastically in the past 30 years. 
This technology trend is believed to continue for at least next ten years. 
However, the number of electrons associated with one bit storage or one gate 
transition had remained almost unchanged until recently. This fact indicates that 
the trend of the LSI devices was not toward the single electron devices. 

In this talk, technology trend of LSI devices toward single electronics is 
addressed. It is shown that the design concept of the LSI devices will split into 
two directions: high speed and low power, and that the extremely low power 
design will lead to the idea of single electronics. Our recent experimental data on 
Coulomb oscillations and giant random telegraph signals (RTS) in very narrow Si 
MOSFETs will also be shown. 
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SUITABILITY OF SUB 0.10 Jim NMOSFET 
FOR LOW & HIGH INTEGRATION CIRCUITS 

F.BENISTANT, G.GUEGAN, S.TEDESCO, F.MARTIN, M.HEITZMANN 
LETT (CEA) 17, rue des Martyrs38054 Grenoble cedex 9 FRANCE 

Phone: (33) 76 88 97 95 - Fax: (33) 76 88 94 57 - email: benistan@dmel.ceng.cea.fr 

Abstract : 
In this paper, four different sub-0.10 um NMOSFET architectures are compared for 

suitability for ULSI circuits. Conventional architectures are used, with 45Ä gate oxide, Boron 
channel and pocket doping, with Arsenic S/D and extensions. The influence of the extension 
doping on the short channel effects (SCE) is shown. Moreover, combined pocket implantation 
with low doping extension dramatically reduces SCE. The trade off for these reduced SCE is 
low current drive capability. Therefore, for sub - 0.10 |im generations, specific devices should 
be realized for specific applications. 

1- Introduction : 
Future ULSI circuits will incorporate nearly one billion transistors per chip (ref.l). 

With such high integration, power consumption at room temperature, is the critical parameter. 
Therefore, devices with low leakage current will be necessary. On the other hand, some 
specific applications will not necessitate such high integration but high speed, and devices with 
higher leakage current can be tolerated. Therefore, in this article, we study four different 
architectures (tablel). The first, designed for high integration, is made with ultra-shallow low 
doped extensions, and the second, designed for lower integration, is fabricated with shallow 
higher doped extensions. In addition, a pocket implantation is used as another design 
parameter to minimize SCE, as described in rows 3 and 4 of tablel. 

2- Device design ; 
Devices have been fabricated with Boron channel doping and Arsenic extension 

doping. A Boron pocket implantation has been used with higher concentration than that of the 
channel. A conventional well is used, and the well concentration is maintained approximately 
at 1x10*6 cm-3. For this process, the gate stack consists of 45 Ä gate oxide and 150 nm 
aPoly-Si (Fig.l). The gate level is patterned by a hybrid e-beam and DUV process which fully 
integrates e-beam lithography with optical process and equipment (ref.2). The thermal budget 
has been optimized to reduce, as much as possible, the dopant diffusion. For example, no gate 
reoxidation occurs after the gate etch ; instead a thin oxide has been deposited at low 
temperature (750°C). This deposition suppresses the bird's beak at the poly gate edge, and in 
addition preserves the as-implanted channel profile. Moreover, before the source/drain 
implantation, a thermal annealing (850°C) in a nitrogen ambient is performed to provide good 
gate extension overlap. After the gate etch, 0.10 |im length oxide spacer is deposited, and 
source/drain are implanted and activated with a rapid thermal anneal. The shallow extensions 
are about 350 and 400 Ä deep, and the source/drain 800 A These depths are estimated both by 
SIMS measurements and simulations (SUPREMIV). 

3- Results and Discussion: 
This section compares the influence of the extension and pocket doping levels on SCE 

and current drive capability for deep submicron devices. We compare two different extension 
dopings, which are both degenerate, with maximum concentration of about 2.5x10*9 cm"3 for 
samples P04 & P21, and lxlO20 cm"3 for samples P13 and P23. Fig.2 shows the Vt roll-off 
for the four architectures. As previously published (ref.3), the Boron pocket implantation 
increases the Vt, due to lateral Boron spreading, i.e.samples P23 and P21 present a higher 
long channel threshold voltage than samples PI3 and P04. The higher the extension doping 
level, the higher the Vt roll-off. In addition, when the extension doping is high, the Boron 
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pocket has a smaller effect on the Vt roll-off. The subthreshold slope is dramatically reduced 
with a combination of low extension doping and pocket implantation (Figs. 3-4), and 
substantial improvement in leakage current is achieved (Fig.5). This improvement is confirmed 
by the 0.10 ^im off-state leakage current, which is about three orders of magnitude lower with 
sample P21. Because of higher Vt and and better DIBL control the saturation current is lower 
for sample P21 than P23, and sample P04 than P13 (Fig.6). The same trend is observed for 
the Saturation Transconductance (Fig.7). It is worth noting that sample P04, with low 
extension doping and no pocket, has approximatly the same saturation current as sample P23, 
with higher extension doping and with pockets. Fig.8 to Fig. 12 show Id-Vd curves vs. Vg. 
Because of high extension doping and no pocket sample P13 (Fig.8) presents poor saturation 
and works in punch-through mode, while sample P04 shows good gate control because of 
lower extension doping (Fig.9). In an other hand, samples P21 and P23 presents good Id-Vd 
characteristics (Fig. 10-11), and combined with low extension doping permits the fabrication of 
0.075 ym NMOSFET for sample P21 with a 0.38 V threshold voltage (Fig.12). With low 
extension doping and pocket, deeper sub-micron devices can been fabricated with good 
saturation characteristics and low leakage current, but the trade off is lower saturation current. 
In summary, it is difficult to satisfy both requirements of low SCE and high device drive 
capability (ref.4). Therefore, the fabrication of specific devices for specifics applications 
appears as a solution to maintain both the above requirements. 

4-Conclusion: 
In this paper, sub-0.10 |im gate length MOSFET have been fabricated. It clearly 

appears that, for future ULSI generations with low consumption, pocket architectures with 
low doping extensions are good candidates. On the other hand, devices with higher extension 
doping could be useful for lower density circuits with higher consumption. Therefore, the 
concept of specific devices made for specific consumption/integration circuits emerges for deep 
submicron technologies. 

[1]: Giichi Inoue et al. 
in 1995 Symposium on VLSI Tech.Digest of Tech.Process ; p.l 

[2]: F.Benistant et al. 
Micro and Nano Engineering' 95 

[3]: F.Benistant et al. 
ESSDERC95 

[4]: M. Koyanagi 
Extended Abstract of the 1993 International Conference on Solid State Devices and Materials, 
Makuhari; p.20 
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* Well definition 
* Channel Doping 
* Gate Oxide (45 Ä) 
* a-Poly Si deposition (in situ doped) 
* Hybrid lithography (e-beam/DUV) 
* Gate etch (Dry) 
* Thin side wall deposition(45 Ä) 
* Extension implantation 
* Pocket implantation 
*Spacer (0.10 ^m) 
* S/D implantation 
*RTA950°C-15sec 
* Metalllization 

Fig.l: Process Steps 
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Fig.2: Vt (Vds=0.1V) vs. gate length 
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Fig.4: Log(Id) vs. gate length at Vds = 1.5 V 
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Fig.5: Leakage current vs. gate length 
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Fig.7 :1-V Characteristics of 0.10 \ua NMOSFET 
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Fig.9:1-V Characteristics of 0.10 Jim NMOSFET 
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Fig.8 :1-V Characteristics of 0.10 |Xm NMOSFET 
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Fig. 10:1-V Characteristics of 0.10 |im NMOSFET 
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Fig.ll: I-V Characteristics of 0.10 Jim NMOSFET 
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Fig.12 : I-V Characteristics of 0.075 pm NMOSFET 

Table 1: Implantation Conditions 
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Reliable Gate-Voltage-Dependent Channel-Length and Series 
Resistance Extraction Technique taking into account Threshold 

Voltage Reduction in MOSFETs 

Serge Biesemans, Stefan Kubicek, Kristin De Meyer 
IMEC, Kapeldreef 75, B-3001 Leuven, Belgium 

Abstract 
A measurement algorithm to extract the effective channel length (Leff) and source-drain series 
resistance (Rs) of MOSFETs is presented. The method is based on an existing algorithm known as 
'shift & ratio'. We extended the method to extract physical meaningful values for Leff and Rs. We 
applied the method to our 0.1 (Am nMOS technology and are able to extract electrically the 
metallurgical channel length Lmet as well. 

Introduction 
The effective channel length of a MOSFET is a critical parameter. Process engineers use 
it to monitor lithography and etching during process development and manufacturing. 
Device designers who model I-V characteristics need to know the effective channel 
length of the device they are modeling. As gate lengths in research labs have entered the 
0.1 |xm era [1,2,3], reliable methods to extract Leff and Rs have become indispensable. 
An excellent review of existing extracting methods is given in [4]. The parameters 
which most directly measure how much current a particular MOSFET delivers are the 
effective channel length, the series resistance and the effective mobility (fieff). In order 
to optimise the performance-short channel effect trade-off, these three parameters have 
to be quantified reliably. 
Channel length can be described in four ways : mask length, poly length, metallurgical 
length (Lmet) and effective channel length. The last quantity is the only parameter that 
allows for a large quantity of automated measurements since it is extracted from 
electrically measured terminal currents and is suitable for circuit models. In contrast, 
measuring the poly length is very time consuming, and the metallurgical channel length 
is a technological parameter which is believed not to be practically measurable. 
However, we believe that with the 'shift & ratio' algorithm [5], it is possible to find 
Lmet as well as the gate voltage dependent Leff- As gate lengths become smaller and 
current levels increase, the series resistance and the voltage drop across it has to be 
extracted as well. Since deep submicron transistors can suffer from a reduced VT due to 
the short channel effect, a proper Vj has to be found as well. 
We apply the method on experimental devices. The details of the 0.1 urn process are 
reported elsewhere [3]. 

Extraction algorithm 
The shift & ratio algorithm is a recent [5] method proposed to extract Leff from terminal 
currents. However, two assumptions are made which are of consequence. First, it is 
assumed that Leff is independent of gate voltage which is not necessarily valid in 
extension or LDD devices [8]. Second, it is assumed that the external gate potential 
equals the internal one (V'gs=VgS in Fig.l). In this report, we try to remove both 
assumptions. 
The algorithm itself starts from the expression for MOSFET current in the linear (low 
drain bias) regime 

Iäs=T-P#CJVgs-VT-Vds/2)Vds (1) 

where u«ff is the effective channel mobility, Cox the gate oxide capacitance per unit area, 
V'gS and V'ds the internal gate and drain voltages. Because experimental data are based 
on external terminal voltages, one has to rework (1) by substituting 
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R ' V   =V  -I —*• 
8S      " 2 (2) 

Combining (1) and (2), one can find an expression for Ids. However, the expression is 
rather complicated [9] and unpractical to work with. 
However, it is possible to rework the expression in terms of external voltages without 
simplification 

W 
** = -rßeffCJVgs - v; - V* /2W,, (3) 

with 
Ü 

L' = L^ + WCoxßjfRs(Vgs-V;-Vds/2) 

4IV 11 

(4) 
= VT-lmV = VT 

Expression (3) which is referenced to the external terminal voltages has the same form 
as the expression referenced to the internal voltages (1) except for the values of V*T and 
L*. Fortunately, if one plugs real numbers into the expression for V*j (4), the second 
term turns out to be negligible if Vds is small enough (<100 mV) because of the square 
dependence. The reason we write the current in this manner (3) is to be able to apply the 
shift & ratio algorithm without suffering from the simplifications otherwise needed. 
The actual S&R algorithm works as follows. First, the total resistance is written as 

By writing Rtot as done in (5), one does not have to use Rtot=Rs+Rch. This is 
advantageous because the questionable assumption that Rs is a weak function of Vgs 
can be removed in what follows. Next, one defines S as 

S(Vgs) = ^ = £f +fiC = tf +fWp<, Cox Rs (6) 
gs 

where the primes mean derivative with respect to Vgs and f is defined in (5). It is further 
assumed that f reduces to 

/' = —  m 
In order to find Leff and Vj for a particular device, one curve S is shifted horizontally to 
the right by a varying amount, 8, and the ratio r 

r(8) = ^L (8) 
St(Vt-8) ( } 

between two devices is computed as a function of Vgs. Here, S0 is a curve from a 
reference device (Lo=10 |im) while Sj is the curve from the device under investigation. 
The key is then to find out the 5 value for which the ratio is a constant. A typical result 
of r is shown in Fig.2 with Vgs as a parameter. It is easily shown that the value of 5*. 
for low Vgs values, yields 8*=Vx0-VTi. As such, the threshold voltage Vji can be 
determined. It can be shown as well that 

S^-S-)    Rs-L]f     A W 

and Lj (=Leff of device number i) can also be determined. 
One problem the original S&R method has is explained in Fig.3. It can be seen that 
when the parameter Vgs spans an interval which is of practical interest (e.g.. 
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[0V,2.5V]), there is no single point of intersection. This is due to the series resistances*. 
However, this problem is solved by taking (6) instead of S=L*f as in [5]. 
If one performs the same analysis in the sub-threshold region (Vgs<VT) instead of the 
linear region (Vgs>VT) following expression is obtained 

r(S) = ^exp(ö/VJ (10) 

which is, in contrast with (8), independent of Vgs. Indeed, making a similar plot as 
Fig.2 using experimental data, one ends up with a single curve of exponential type as 
calculated theoretically in (10). 
The extraction algorithm then has to be applied as follows. One calculates r(S) for Vgs 
ranging from 0 to VT+0.5 V in steps of 100 mV. The curves with Vgs<VT fall on top of 
each other while the curves with Vgs>VT deviate from them producing a single 
intersection point. Indeed, the current levels are still small enough so that the voltage 
drop across Rs can be neglected. From this intersection point (8*,r(8*)), the Vj and Lj 
can be determined. Then, one calculates r(8) for Vgs from Vj+0.5 V up to 2.5 V for 
instance. For each Vgs the intersection of r(8) with the vertical line 8=8* is found as 
shown in Fig.4. As such, a curve Lj versus Vgs can be set up as done in Fig.5. 
The easiest way to proceed then in order to find Rs is by using (3) and (4), resulting in 

R _Wß<ffCoxVds(Vgs-VT-Vds/2)-IdsLi 

l^^CJVgs-WT-VJ2) 
Rs can then easily be calculated using the experimental data for Ids and the Li values 
obtained previously, as is done in Fig.6. 

Discussion 
We left |ieff unspecified so far because it cancels out in the extraction of Lj. However, it 
plays a major role in the determination of Rs. Some authors take it to be a constant 
while others use some analytical expression for its degradation with Vgs [9]. Our 
approach is such that we identify (leff with the universal mobility [10] ana extract it 
from the reference (Lo=10 u.m) device. In the calculations above we used this 
experimentally determined u^ff. 
Hu [8] argued that in LDD and extension devices Lj as well as Rs can be dependent on 
Vgs. This is because the inversion layer extends into the LDD as Vgs increases. As a 
result Lj increases and Rs decreases. This allows one to find the metallurgical channel 
length because at the condition that the inversion channel layer has diminished, i.e. 
Vgs<Vx, Lj equals the constant quantity Lmet as shown in Fig.7. This is consistent with 
the present method where r(8) is independent of the gate voltage. As a result the 
extracted Li in the low bias regime is possibly equal to Lmet- 
Most extraction techniques, except the S&R algorithm, use an L-array and extract AL 
and Rs from it which are averages over the devices of the L-array. The method often 
depends on the linearity of some measured quantity. However, for very small gate 
lengths severe deviations from linearity are observed. An extra problem might be that 
the L-array is not equidistant because of process variations in poly definition (e-beam 
writing, poly etching). On the contrary, the S&R method is capable of scanning each 
particular device for its Leff, Lmet and Rs which is of major importance for devices near 
the 0.1 |im region. A benchmark for the reliability of the S&R method could be that, as 
shown in Fig.5 and 6, the extracted Rs and Li should have the same behaviour. 

Conclusion 
A measurement algorithm to extract the effective channel length (Leff) and source-drain 
series resistance (Rs) of MOSFETs was presented. The method is based on an existing 
algorithm known as 'shift & ratio'. We applied the method to our 0.1 (Xm nMOS 
technology and are able to extract electrically the Lmet as well as Leff and Rs. 
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ABSTRACT 

A thermionic emission model based on a non-Maxwellian electron-energy distribution 
function for the electron gate current in NMOSFETs is described. A generalized analytical 
function is used to describe the high energy tail of the electron energy distribution function. 
Coefficients of this generalized function are determined by comparing the simulated gate 
currents with the experimental data. Good agreement with gate currents over a wide range 
of bias conditions for three different sets of devices is demonstrated with a single set of 
coefficients. The model also calculates the tunneling component of the gate current self- 
consistently by using the WKB approximation and by using a more accurate representation 
of the oxide barrier by including the image potential. 

I. INTRODUCTION 

Conventionally, the problem of modeling gate current in MOSFETs has been treated in 
one of two different ways: the lucky electron model [1], or Richardson's thermionic emission 
model [2]. The lucky electron model is essentially a local-field model, in which it is assumed 
that the carriers instantaneously attain the steady-state energy associated with the electric 
field at each point in the device. However, in submicron devices the electric field changes 
rapidly such that the electrons do not have sufficient time to acquire the steady-state energy 
associated with the local electric field. Richardson's thermionic emission model is based on 
the assumption of a Maxwellian hot-electron energy distribution, which does not hold for 
the high energies associated with gate injection. 

Recently, a number of improved approaches for modeling gate current [3-6] have been 
proposed in the literature. However, some of these approaches [3,5,6] are based on carrier 
distribution functions obtained from Monte Carlo (MC) simulators employing band struc- 
tures that are not valid for the high energies involved with gate current. In addition, the 
tunneling component of the gate current was found to-be estimated either as a barrier low- 
ering phenomena [3,6], or calculated by assuming a triangular barrier configuration in the 
oxide [4,5]. Both of these approaches may result in an incorrect estimation of the tunneling 
current. 

The proposed thermionic emission model for the gate current is based on a general- 
ized function for the electron energy distribution function. It also calculates the tunneling 
current self-consistently by using the WKB approximation, and considers a more accurate 
description of the oxide barrier by including the image potential. In order to retain CPU 
efficiency, the proposed model uses the hydrodynamic post-processor described in [7] for 
obtaining the average carrier energy in the device. 
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II. PROPOSED MODEL 

A generalized equation for gate current based on the thermionic emission of a heated 
electron population over the Si - Si02 interface barrier can be written as: 

rL JrLi too 

^  dx jo   dsn(x)P(x,Eox)v1(e)T(e)f(e), (l) 

where e is electron energy, v±(e) is the electron microscopic velocity in the direction normal 
to the interface, and T(e) is the tunneling probability. <f>B(x), n(x), and /(e, x) are the bar- 
rier height, electron concentration, and electron energy distribution function, respectively, 
at an interface location x. P(x, Eox) is the probability that an electron will not suffer any 
collision in the image potential well in the oxide, and is modeled as in [8]. The perpendicular 
velocity used in the proposed model is extracted from the SLAPSH0T-2B MC simulator 
[9]. 

A generalized form for the high energy tau of the energy distribution function based on 
carrier temperature is used in equation 1 for calculating the gate current. 

/(£) = Aexp(~^r)' (2) 

where A is a normalizing constant, and £, i>, and 77 are coefficients that are to be determined 
by comparing simulation results with the experimental data. kT is the thermal kinetic 
energy of the electrons. 

Estimation of tunneling current as a barrier lowering phenomena introduces an addi- 
tional uncertainty in the model, as the amount of barrier lowering depends on the form 
of the distribution used in the model [5]. In order to eliminate this uncertainty, the tun- 
neling probability is calculated in a self-consistent manner. However, the self-consistent 
calculation of the tunneling probability used in [4,5] is based on the tunneling probabilities 
that are derived by neglecting the image potential. But, for the energies involved with the 
hot-carrier injection in MOSFETs, the image potential must be included when evaluating 
the tunneling probability. Our proposed model calculates the tunneling probability based 
on a tunneling barrier in the oxide that includes the image potential. It should be noted 
that in [4,5] the authors used a triangular barrier with the peak of the barrier reduced by 
Schottky barrier barrier lowering. Such an approach results in a reduction of the tunneling 
barrier width as shown in Figure 1, and consequently, an overestimation of the tunneling 
probability, as shown in Figure 2. 

An important point to note is that the energy associated with the calculation of the 
tunneling probability depends on the condition for momentum conservation at the Si - 
Si02 interface. However, if the conservation of parallel momentum held true, both the 
< 111 > and < 110 > orientations are expected to give much higher effective barrier 
heights compared to the < 100 > orientation, because of the much larger parallel momentum 
mismatch. However, this effect is not observed experimentally [10]. This may be due to 
the disorder in the interfacial region and the amorphous nature of Si02. Therefore, the 
gate current model proposed in this paper, does not invoke momentum conservation at the 
Si — Si02 interface. 
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III. COMPARISON WITH EXPERIMENTAL DATA 

The gate current model based on a generalized non-Maxwellian distribution function 
proposed in this paper has been compared with the experimental data for LDD MOS- 
FETs for three different technologies obtained from two different sources. The 1-D doping 
profiles obtained for these devices are transformed into 2-D doping profiles by using a 
complimentary-error function in the lateral direction. The value of the external series resis- 
tance to be added to the simulated device is determined by using the method described in 
[11]. This approach considers the VQ dependence of both AL and the series resistance, and 
therefore, provides a more accurate estimation of the series resistance that is to be added 
in simulations. The effect of quantization of electrons in the inversion layer is considered by 
using the model developed in [12]. The inversion layer mobility model of reference [13] was 
used to obtain the best agreement with experimental ID — VQ and ID — Vp characteristics. 
Figures 3-6 show the comparison of the simulated gate currents (using the thermionic emis- 
sion model) with the experimental data. Our analysis indicates that for obtaining overall 
good agreement with the experimental gate current data over a wide range of bias condi- 
tions for the three sets of devices, the following values for these coefficients must be used: 
£ = 1.3, 7/ = 0.265, and v = 0.75. It can be seen that the thermionic emission model with 
this single set of coefficients used for the distribution function predicts the experimental 
gate current data very well for large variations in the bias conditions for the three sets of 
devices. 

rv. CONCLUSIONS 

In this paper we have proposed a gate current model for NMOSFETs based on a gen- 
eralized function for the high-energy tail of the carrier energy distribution function. The 
coefficients for this generalized function have been determined by comparing simulated gate 
currents with the available experimental data. We have demonstrated that with a single 
set of coefficients for this functional form for the distribution function, good agreement can 
be obtained for a wide range of bias conditions, and for three sets of devices. The model 
also calculates the tunneling component of the gate current self-consistently by considering 
a more complete description of the oxide potential. 
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The prediction of two important MOSFET characteristics, the drain current enhancement 
due to the velocity overshoot and the substrate current, by the advanced transport models, the 
hydrodynamic(HD) and energy transport(ET) models [1] [2], have been studied by means of the 
device simulator SNU-2D [3] and experimental devices having the channel length in the range 
of 0.1 ~ 0.2/im. It will be shown that the most important parameters in determining the device 
characteristics are the heat flow coefficient c in the HD model and the energy flow factor Ce in 
the ET model(refer to Table 1 for the expression of energy flux vector, S). Both models give 
reasonable drain currents if the energy flow parameters are chosen properly. However, these 
parameters do not necessarily produce identical peak temperature and the substrate current, 
accordingly. 

In the energy balance equation, the spatial variation of energy flow, V • 5, is the source 
of non-local effect where the carrier energy (or temperature) is different from the local energy. 
To see the effect of c and Ce, we performed a sensitivity analysis in which the drain current 
and the peak temperature(substrate current) are observed with respect to the variation of the 
energy parameters. For experimental devices, a 0.12/im SOI N-MOSFET [4], a bulk 0.09/tm 
N-MOSFET [5], and 0.19/zm and 0.23/xm bulk LDD N-MOSFETs, have been simulated using 
both models. We plot the simulated and measured drain currents in Fig. 1 and the peak 
electron temperature in Fig. 2 as functions of (5/2 + c) in the HD model and Ce in the ET 
model. The ET current/temperature shows relatively larger dependence on Ce than the HD 
current/temperature on c. It can be easily understood since the whole 5 is influenced by Cf in 
the ET model, while only the heat flow term is influenced in the HD model. For devices with 
the channel length of 0.1/im, both models predict a reasonable drain current compared with the 
measurement if Ce and (5/2 +c) are chosen to be between 1.5 ~ 2.0. However, for the Ce values 
in that range, ET model tends to give higher peak temperature than the HD model in the drain 
region. This trend becomes more prominent for the device with shorter channel length. This 
trend can be understood from the internal physics of the two models; the mobility and earner 
temperature distributions. Figs. 3 and 4 show the velocity components from the HD and ET 
simulations of a 0.12 y.m SOI N-MOSFET [4], respectively. Even though the average velocities 
(vtotai in the figures) in the channel are identical for the two models, the temperature profiles, 
so that the mobilities, are different as shown in Figs. 5 and 6. The ET model has additional 
velocity term (caused by the mobility non-uniformity, VJJ.) which is + at the source end and - 
at the drain end of the channel. For the same velocity profiles( so is the drain current), the ET 
temperature is expected to be higher near the source region (so /.i is lower) and lower near the 
drain region (so JJL is higher). From the Fig. 5 and 6, it can be seen that the mobility and the 
temperature are distributed as expected. 

Now the prediction of the substrate current by the HD/ET models will be presented and 
compared with the measurements. For the impact ionization(I/I) model, the depth-dependent 
I/I model with the a as a functions of carrier temperature suggested in [6] is used. In Fig. 7, 
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the IBI ID dependence on Ce and (5/2 + c) are shown from the ET and HD simulations for the 
LDDs (Leff = 0.19/zro and 0.23/zm) at VG = 2V and VD = 4V together with the measurement 
data. It is important to notice that the energy flow parameters for best substrate current 
prediction is larger than that for the drain current prediction. Moreover, the simulation tends 
to overestimate in the lower drain bias as shown in Fig. 8. 

In summary, we have shown that both the HD and ET models predict the drain cur- 
rent enhancement due to velocity overshoot and the peak carrier temperature(so the substrate 
current) well if the energy flow parameters are chosen properly. However, both models give 
overestimation of I/I rate at the low drain bias. This suggests that the energy balance equation 
needs more improvement for the I/I modeling at the low voltage operation. 

This work was supported by the Samsung Electronics corporation and the ETRI of Korea. 
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Table 1:  Energy flow vectors of the HD and 
ET models 

HD - (1 + c) ^T/inVT + {W + kBT)v 

ET -ce ^nkBTE+^-V(nfj,T2) 

$ 0.50 
s. 

SOl(0.12|lm) 

Bias conditions 

IBM(Vg=Vd=1.5V) 

SOI (V„=64V. V,=-3V, V^LSV) 
LDD (Vg=2V. V„=4V) 

' HD (5/2+C) 
iET(C.) 

LDD(0.19nra) 

=*—- LDD(0.23nm) 

3      " 
C, or (S/2«c) 

Figure 1: The drain currents as a function of 
5/2 + c in the HD model and as a function of 
Ce in the ET model for four device structures. 
Measured current levels are denoted by dashed 
lines. 

Bias conditions: 

IBM(Vg=V^1.SV) 

SOI(Vw=64V, V,=-3V, V„=1.SV) 

LDD(V=2V, Va=4V) 

' HD (5/2+C) 
c 3ET(C.) 

1-5 
C. or (S/2«) 

Figure 2: The dependence of the peak temper- 
atures on 5/2 + c and Ce, in the HD model and 
in the ET model, respectively for four device 
structures. 

Figure 3: The channel velocity and its compo- 
nents obtained from the HD model in the SOI 
N-MOSFET using c = -0.5. The drain bias, 
the back-gate bias, and the front-gate bias are 
1.5V, 64V, and -3V, respectively. 

-2xt0' 
0.70 0.75 
Distance (jjini 

Figure 4: The channel velocity and its compo- 
nents obtained from the ET model in the SOI 
N-MOSFET using Ce = 1.5. The drain bias, 
the back-gate bias, and the front-gate bias are 
1.5V, 64V, and -3V, respectively. 
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Figure 6: The profiles of channel mobility from 
the HD and ET simulations for the same bias 
conditions and parameter values used in Fig. 
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